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ABSTRACT

A system for determining wavenumber and propagation direction for
the dominant ocean wave component from a few scans of synthetic aper-
ture radar data is described and analyzed. The analysis uses actual
synthetic aperture radar data and provides system parameter tradeoffs
and statistical performance results. While reasonable estimates of
wavenumber and propagation direction are achieved in some cases, the
estimates are not sufficiently consistent to be satisfactory over a wide
range of cases. The primary problem is one of low signal-to-noise ratio
of the radar scan data.
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ESTIMATION OF OCEANWAVE WAVENUMBER
AND PROPAGATION DIRECTION FROM

LIMITED SYNTHETIC APERTURE
RADAR DATA

I. INTRODUCTION

Sensing of ocean wave fields to determine their directional wave
spectra is important as an aid to understanding ocean wave phenomena
and for generation of data for wave climate prediction at locations
of interest. Such locations of interest include shipping lanes,
coastal installations, and amphibious landing sites.

In order to obtain ocean wave spectra, ocean wave field measure-
ments must be obtained. Ocean wave field measurements have been ob-
tained by several different methods with each method having certain
limitations. The most primitive method is measurements reported from
ocean going ships. This method suffers due to the irregularity and
inaccuracy of the reports. Also, reports from ships tend to be re-
stricted to well travelled routes such as shipping lanes.

Wave riding buoys provide good measurements of the ocean surface.
Multiple sensors on a single buoy or on an array of buoys may be used
to make measurements which can be used to determine the wavc field
spectra at the buoy location. Unfortunately, as in the case of ship
reporting, the application of wave riding buoys is limited by the
amount of area that can be covered.

Another method for obtaining ocean wave measurements is to use
images generated by aircraft-borne surface-imaging sensors on aircraft
flights over the ocean surface. This method provides much wider
coverage than is obtainable with the two previously indicated methods.
Typically, the ocean wave directional spectra is obtained from such
images by performing two-dimensional Fourier transforms of the portion
of the image for which the spectrum is desiredl. This can be done
optically or, if the image is digitized, b. digital computations. Since
the images are two-dimensional patterns which are fixed in time, a 1800
ambiguity for the wave propagation directi n exists. Therefore, only
the wave propagation angle can be determined directly from the image
data. Fortunately, other sensors of ocean surface properties and wind
conditions can be used with geographical location information to resolve
the 1800 ambiguity in many cases.

While aircraft-borne imaging sensors ire capable of providing wider
coverage, it is not practical to conceive of their use for ocean wave
measurements on a global scale. The advent of remote sensors trans-
ported by satellites has provided a potential method for obtaining
ocean wave measurements on a global scale.

-1-



A possible sensor for obtaining the desired ocean wave field
images from an airborne platform is a camera. However, a pulsed radar
system operating at microwave frequencies can produce radar images of
ocean waves and provide capability for image generation during either
day or night and in the presence of clouds and nominal rainfall 2. Thus,

it is the preferred sensor if sufficient resolution can be obtained to
resolve wave fields of interest. With proper design, a synthetic aper-
ture radar (SAR) provides focusing of the received backscatter energy
from the earth's surface to give radar images from satellite altitudes
with sufficient azimuth resolution to be useful in observation of
land and sea. Sufficient range resolution is obtained by using narrow
transmitted pulses or pulse compression. It is not within the scope
of this report to discuss the theory of synthetic aperture radars or
problems of imaging ocean waves with them since these are discussed
elsewhere 3,4

Synthetic aperture radars have been developed for and utilized
with aircraft for a large number of years to obtain excellent radar
images. The first application of an SAR in an earth observational
satellite was as part of the sensor package in the SEASAT-A satellite.
Data from the particular SAR on the SEASAT-A satellite was processed
on the ground to provide the focusing necessary to obtain radar images
with 25m resolution over a 100km swath width.

A problem with using an SAR on a satellite is the high rate at
which data are acquired and must be recorded and the large amount of
data storage required on board the satellite if images from many loca-
tions are to be stored for later transmission to ground receiver sta-
tions. Since the SEASAT-A satellite was a research and demonstration
system, it circumvented this problem by only taking data when within
line-of-sight of a ground receiver station and then transmitting the
unprocessed radar data to the ground receiver station in real time as
the radar generated it.

It would be desirable to have a technique for determining ocean
wave directional spectra from less than full SAR images since thic
would permit global determination of such spectra with reasonable
satellite on-board recording rate and storage. The limited SAR data
could be in the form of a few digitized focused radar scans at a loca-
tion where a wave spectrum is desired. An SAR with simplified focusing
processor could be designed to produce the few digitized focused scans
per image area in a parallel fashion on-board the satellite. This re-
port presents the results of an initial feasibility study of such a
system. The study encompasses the investigation of the feasibility of
determining the wavenumber and propagation angle of the dominant wave
component in an area from a few focused radar scans. Even though a
number of parameter variations and system modifications were considered,
it was not possible to obtain a system which provides consistently good
results with a few focused scans. Thus, the extension of the feasi-
bility study to include system configurations which could determine the
characteristics of components of multiple wave components in an area
could not be considered.

-2-



The primary problem which generated the inconsistent performance
obtained and which could not be overcome appears to be one of poor
signal-to-noise characteristics of the radar scans. The low signal-to-
noise characteristics did not come as a surprise since it has been known
to adversely affect efforts to obtain ocean wave directional spectra
from images by two-dimensional Fourier transform techniques. However,
it was initially hoped that the signal-to-noise was sufficient to
permit determination of spectral information from a few radar scans in
a large variety of situations.

This report consists of four parts. The first describes the initial
system concept and indicates system parameters of interest and para-
meters to be used for system performance evaluation. The second part
describes the data used in evaluating the system and the method used
to analyze system performance. The third part presents p'3rformance
results obtained for wavenumber estimation, indicates problems en-
countered and describes system modifications made to improve perfor-
mance. The fourtI, part describes several approaches used to attempt to
estimate wave propagation angle, indicates problems encountered, and
presents performance results. The final section presents a summary of
the study and conclusions.

-3-



II. INITIAL SYSTEM CONCEPT AN!) PARAMETERS

This section describes the initial system concept defined for de-
termination of the wavenumber and propagation angle of the dominant
ocean wave component in an area from a few digitized focused radar scans.
Also, included is an indication of system parameters for which perfor-
mance trade-off information must be generated and a definition of per-
formance parameters which will be used for system performance evaluation.

A. INITIAL SYSTEM CONCEPT

An initial system concept is defined to begin analysis of the sys-
tem capability. Modifications to this initial concept will be dis-
cussed later in conjunction with the presentation of performance results.

1. GENERATION OF A FEW RADAR SCANS

The radar data to be used by the system in determining wavenumber
and propagation angle of the dominant wave component in an area are
sequences of radar backscatter values along a few focused scans across
the ocean wave field of interest. Since the area over which the scans
are obtained is small, it is reasonable to assume that the data is from
a stationary stochastic process so a spectrum can be defined and com-
puted. The geometry of the flight path, wave field, and radar scans
is illustrated in Fig. 1. The scans locations indicated are not neces-
sarily adjacent scans of a radar image. The only requirement is that
the scans be close enough together so they all illuminate the same wave
field. Note that the wavefield dominant component wavelength, Xw, and
the dominant component wavelength along the scan, Xy, are defined in
Fig. 1. In addition, the wave propagation angle, Ow, is defined as
being measured counter clockwise with respect to the scan direction.
The wavenumber of the dominant wave component is given by kw=2T/Aw and
the wavenumber of the dominant component along the scan is given by
ky=27/Xy.

Each radar scan is a time sequence of backscatter data generated
on-board a vehicle carrying an SAR which includes a real-time focusing
processor. The processor coherently adds phase weighted versions of
individual pulse radar return scans obtained by the radar while the
particular earth location desired is within the radar irtenna beamwidth.
This coherent addition causes the energy received from a particular
scatterer on the earth's surface to be focused in a narrow doppler
frequency range. Scatterers which are adjacent in azimuth are focused
in adjacent frequency ranges. Selection of the doppler frequency ranges
by filtering separates the adjacent scatterer returns so azimuth reso-
lution is obtained like that which would result from an antenna of
length equal to the distance travelled in gathering the data used.

-5-
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Since only a few focused radar scans nearly adjacent to each other
are needed, they can be obtained from parallel coherent phase weighted
additfons of one set of radar range returns. Only a single focusing
phase weighting as a function of range is required for each radar re-
turn along with a different doppler offset phase weighting for each
focused radar scan of interest. Actually, less than 10% azimuth reso-
lution degradation over the r;idar scan results for a reasonable swath
width if the same focusing phase weighting is used for each radar re-
turn at all ranges. Use of a single phase weighting for each return
and parallel coherent sums permits utilization of a simplified real-time
processor on-board the satellite. A block diagram for such a radar and
processor which might be used to obtain 3 scans is illustrated in Fig. 2.

The digitized focused radar scans obtained from the processor can
be recorded at a slower rate than real-time after they have been ob-
tained. Since only a few radar scans are recorded and at a slower rate
than real-time, then recording rate and storage required are much re-
duced over that necessary to record and store a complete radar image of
the area of interest.

The radar scans obtained at one location could be processed on-
board the satellite to obtain the dominant wave component wavenumber
and propagation angle. However, analyst interaction and, thus, greater
processing flexibility is obtained if the radar scans are transmitted
to ground receiving stations for subsequent processing to determine
the wavenumber and propagation angle.

The backscatter data along the focused radar scan is a function of
the slant range to the scatterer rather than the ground-range. Areas
at ground-ranges close to nadir (the point directly under the vehicle)
are compressed in slant-range extent when compared with areas of the
same ground-range dimension that are further from nadir. The non-linear
compression of radar scan data as nadir is approached causes a non-
linear change in the apparent ocean wavelength in the scan direction.
This results in the smearing of any wavenumber estimate obtained from
scans in slant-range coordinates. Also, the apparent wave propagation
angle will be changed. Therefore, radar scans in slant-range coordi-
nates must be converted to ground-range coordinates before estimation
of wavenumber and propagation angle can be performed. The steps needed
in the system to perform this conversion are now described.

The radar scan data in digitized form will consist of backscatter
data samples at equally spaced slant-range coordinate locations. From
these, a sequence of data samples corresponding to equally spaced ground-
range coordinate locations is desired for ease in processing. In order
to generate such a sequence, the desired equally spaced ground-range
locations must first be identified. Their equivalent locations in a
slant-range coordinate are then computed by

2 2Ys =-y -h (1)
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where Ys is the slant-range distance from the nadir return along the
scan, Yg is the ground-range distance from nadir to the point being con-
sidered, and h is the vehicle altitude. The geometry defining the coor-
dinate relationship leading to Eqn. 1 is shown in Fig. 3. The slant-
range locations obtained will not necessarily correspond to existing
data sample slant-range locations; therefore, the desired ground-range
sample values must be reconstructed from existing slant-range samples.
The slant-range to ground-range conversion algorithm can thus be com-
pleted by selecting an appropriate reconstruction algorithm.

Reconstruction of a stochastic process from its sampled version
can be accomplished for a bandlimited process5 . Such reconstruction
requires that the stochastic process be sampled at a rate, fs, that is
at least twice the highest frequency, B, in the power spectrum of the
process. Typically, data sequences such as ocean wave image scans are
not bandlimited processes; however, minimal distortion is caused by
picking f. on the basis of a frequency B above which the power spectrum
is very small.

Given the above constraint, consider a scan of radar data in
slant-range coordinates given by i(ys) which is sampled every Lys meters
resulting in the sampled signal i(nAys) n=O, -1,+2,±3,... It can be
shown5 that data at any point along the scan can be reconstructed from
the sampled scan data, i(nAys), by the so called sinc function (i.e.
sinc(x) = (sinrx)/rx) interpolation formula

sin[(r(y s - nAy s)/Ay s
i(ys) = i(nAyS) (y - nAy )/Ay

n -Ds S s (2)

The reconstruction formula is graphically described by considering a
few terms in the infinite sum as shown in Fig. 4. The reconstructed
value i(y.l) is found by summing the values of the weighted sinc func-
tions at v=ysl.

In order to implement Eqn. 2, samples which exist for infinite past
and future locations are required. Obviously, ocean wave image data
cannot be of infinite duration; however, if it is assumed that distant
samples have roughly the same amplitude as the samples near the point to
be reconstructed, then their contribution in the reconstruction process
is small. This can be seen by observing Eqn. 2 for large magnitudes
of n. With the above consideration the interpolation formula is re-
defined as
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n2 sin[7(y - nAy s)/Ays]
i(ys) YZ i(n ys) n(y - nAy )/Ay

n=n s s s (3)

where

n [[ys/Ays]] - 21 r + 1 (4)

and

n2= [[Ys/AYs ]] + 2r (5)

In Eqns. 4 and 5, Nr is the total number of terms used in the reconstruc-
tion of a single point and the brackets ([[ ]]) symbolize the interger
part of the enclosed argument. The total number of points Nr is assumed
to be even, thus yielding an equal number of contributing values on
either side of the value to be reconstructed. Eqn. 3 is the desired
reconstruction algorithm to compute radar scan data for slant-range lo-
cations corresponding to desired ground-range locations.

In specifying the ground-range locations for samples to be obtained,
it should be remembered that the resolution changes along the ground-
range coordinate. In order to prevent excessive smearing of the ground-
range data near nadir due to the changing resolution, the first ground-
range value to be computed is usually chosen at a location that is a
reasonable distance from nadir. If this first ground-range point is
identified as Ygl then all of the ground-range points to be converted
have locations given by

Yg = Ygl + jAy j = 0,1,2,...J-1 (6)

where J is the total number of points to be converted and Ayg is the
increment in meters between successive ground-range locations.

Before closing the discussion on slant-range to ground-range
coordinate conversion it should be noted that the sinc function inter-
polation formula is one of several that could have been used. In fact,
if the sampling rate is high enough, then a simple linear interpolation
between the two values enclosing the point to be reconstructed will
result in negligible error.

2. ALONG-SCAN WAVENUMBER ESTIMATION

A typical ground-range corrected radar scan across the wave field
shown in Fig. 1 might look like the function shown in Fig. Sa. A non-
digitized version is shown for convenience. If a one-dimensional power
spectrum were computed and plotted as a function of wavenumber along
the scan, ky, for this scan data, it would look like that shown in
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Fig. Sb. The location of the peak of the spectrum should correspond to
the wavenumber, kyl, of the dominant wave component along the scan seen
in Fig. Sa and thus can be used as an estimate for the wavenumber of
this dominant component.

Actually, the power spectrum computed for a single radar data scan
is an estimate of the true one-dimensional power spectrum of the sto-
chastic process along the scan and is noisy since the data scan is
noisy. It can be smoothed by using appropriate windows on the data.
Further smoothing can be achieved by obtaining smoothed spectrum esti-
mates for each of several radar scans across the wave field and then
averaging them. Thus, the initial concept for the portion of the
system which estimates the wavenumber of the dominant wave component
seen along a radar scan is: (1) compute the smoothed power spectrum
estimate for several radar scans across the wave field, (2) average the
smoothed spectrum estimaces, (3) estimate the wavenumber along the
scan as the location of the peak of the average spectrum estimate. De-
tails of these steps are now presented.

The radar scan data is in digital form and is defined as the N
point sequence i(nAy) where n=0,l,2, .. ,N-l and Ay is the separation
of the sample points in meters. The autocorrelation sequence estimate
for this scan data sequence is

IiNuju= 1 in inu
R ~ -= N n=l n n+IuI (7)

where the sequence i(nAy) has been abbreviated to in for notational con-
venience. The parameter u is the correlation lag index for samples
separated by the distance Ay and is contained in the range
-(N-1) < u < N-1. The nwi,'er of sample points to be used for a radar
scan of length SL meters is

N = SL/Ay (8)

Once the autocorrelation estimate has been obtained, the power
spectrum estimate is computed as

Si(w) = FT[Ri(u)] (9)

where FT is the Fourier Transform operator. It can be shown6 that the
power spectrum estimate computed in (9) can be equivalently computed as

S (w)i=)- (10)

where I(w) is the Fourier Transform of the sequence in, n=O,1,2,... ,N-1.
The power spectrum estimate defined by Eqn. 10 has often been referred

to as the periodogram. This term will be used in the remainder of this
report for simplicity. Eqn. 10 shows the method by which the periodogram
can he generated without first computing Ri(u). With the advent of the
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FFT, this has indeed become the preferred method. In fact, for large N
it is more efficient to compute Ri(u) as the inverse Fourier Transform
of Eqn. 10 rather than using the implementation of Eqn. 7.

The accuracy with which the periodogram approximates the true power
spectrum can be statistically determined by considering the average or
expected value of the periodogram as well as its variance at all points.
For good accuracy it is desired that on the average the periodogram

should be very close to the true power spectrum (i.e. small bias) with a
very small variance (i.e. good consistency).

It can be shown that the periodogram is asymptotically unbiased 6 .
That is, for a given sample spacing Ay, the expected value of the perio-
dogram approaches the true power spectrum as the number of sample
points, N, is increased. The evaluation of the variance of the periodo-
gram is generally not easy to do; however, it has been shown that for
linear Gaussian stochastic processes, the variance of the periodogram
does not approach zero as N becomes large 6 . While it is not reasonable
to assume that an ocean wave image may be exactly represented by a
linear Gaussian stochastic process, the above result serves as a
useful guideline.

Reduction of the periodogram variance may be accomplished, at the
expense of additional bias and reduced resolution by the use of win-
dowing operations during periodogram generation. The general form of
such a window function (referred to as a lag window) is given by

w(u) 0 , ul < M

= 0 , elsewhere (11)

and is multiplied term by term with the autocorrelation estimate (Eqn. 7)
resulting in

R i(u) = w(u) • Ri(u) (12)

The resulting periodogram is given by

Si(w) = FT[Ri(u)] (13)

and is referred to as the smoothed periodogram since it is a smoothed
version of Si(w) formed by the convolution of Si(w) with the Fourier
Transform of the window function. Selection of a given window w(u),
and window width 2M.Ay, involves a trade-off between the bias and varia-
bility of the resulting smoothed periodogram.

Another parameter that must generally be considered in the selection
of smoothing windows is the spectral resolution resulting from window
application. If more than one spectral component is to be identified,
the spectral resolution determines how closely the components can be
located to each other and still be individually identified. Since the
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system is to identify a single fundamental component of the spectrum
estimate, extremely fine resolution is not required. However, it must
be adequate so the location of the peak is not displaced significantly
by contributions on either side of it.

As discussed earlier, evaluation of Eqn. 10 using FFT techniques
has made the computation of periodograms much more efficient. The use
of such FFT techniques results in a sampled version, Si(m), of the
smoothed periodogram where m is an integer indicating the sample number.
The specific method by which the FFT is used for smoothed periodogram
computation is given in Table I. It should be noted that the mean
value of the data sequence is removed prior to computation. This pre-
vents the d.c. component of the data sequence from dominating the
spectrum.

After smoothed periodograms have been obtained for several radar
scans using the technique given in Table I, then these smoothed Periodo-
grams are averaged to obtain the averaged smoothed periodogram, Si(m),
which exhibits further smoothing with no decrease in resolution. This
is followed by determining the wavenumber estimate along the scan ky.
One way in which this could be done is to identify the sample location
m = mp at which the maximum value of the averaged periodogram is lo-
cated. The wavenumber estimate along the scan is then roughly given by

k = m • Ak (radians/meter) (14)

where Ak is the spacing between samples expressed in wavenumber units
and is given by

A 2 = L (radians/meter/sample) (15)Ak-Ay • L

In order to more closely approximate the true peak location, a
parabolic interpolation usina the peak sample Si(mp) and the two neigh-
boring samples Si(mp-1) and Si(mp+l) is used. The resulting peak loca-
tion is given by

m = m + Am (16)P P

where Am is given by
[Si(m - 1) - i(mp + 1)]

Am =1pp
2[Si(mp - 1) - 2Si(m ) + Si(mp + 1)] (17)

This interpolation process is shown in Fig. 6. Once mp is obtained,

then the interpolated wavenumber estimate along the scan is given by

(18)
y = m " Ak( 

8
y P
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TABLE I. Procedure for Computation of Smoothed
Periodograms.

1. Obtain data sequence in, n=0,l,2,...,N-l. It is assumed

that the mean value of the data has been removed.

2. Pad the sequence with zeros.

i.e., i = 0 n=N,N+l,N+2,...,L-1
n

where L > 2N-1

3. Obtain I(m) as the L point FFT of i(u)

4. Compute the non-smoothed periodogram of i(u) as

Si(m) = (m) m=,1,2,...,L-1

5. Obtain the biased autocorrelation function estimate of i(u)
as

Ri(u) = FFT [S i (m) ]

6. Multiply Ri(u) by a lag window of specified lag width

(2M - Ay) corresponding to the desired spectral window to

obtain Ri(u) i.e.,1^

Ri(u) = w(u) - Ri(u)

7. Obtain smoothed periodogram of i(u) as

Si(m) = FFT[R i(u)]
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3. INDICATED WAVE PROPAGATION ANGLE ESTIMATION

Two typical ground-range corrected radar scans across the wave
field shown in Fig. I which are obtained sequentially at a separation
of As in the along-track direction might look like the functions shown in
Fig. 7a. Again, a non-digitized version is shown for convenience. If

the one-dimensional cross correlation function was computed for the two
scans, it would look like that shown in Fig. 7b. The location of the
peak of the cross correlation function should correspond to the offset,
yp, of the location of the dominant wave component on the second scan
with respect to the location of the dominant wave component on the
first scan and thus can be used as an estimate for this offset.

Actually, the cross correlation function computed for a single pair
of scans separated by the distance As is an estimate for the true cross
correlation fdnction between scans of the stochastic process separated
by the distance As and is noisy since the data scan is noisy. A smoothed
cross correlation function estimate can be obtained by averaging the
cross correlation function estimates for several pair of radar scans
taken with the same separation.

Using the above ideas, the initial concept for the portion of the
system which estimates the indicated propagation angle of the dominant
wave component is specified as follows. First the cross correlation

sequence estimate, Rili 2 (u), for two N point radar scan sequences, iln
and i2n, separated by the distance As is computed as

N-1-u
Rili(u) 1 1 1 l 2nu u=O,l, - . . N - I

112 N n= 0 2(n+u) (19)

N-1
1 1
N Iln 2(n+u) u=-l,-2 .... ,-(N-1)

n=Jul

This cross correlation sequence estimate is asymptotically unbiased and
consistent.

Additional cross correlation sequence estimates are computed for
several other pair of radar scans with the same separation and the re-
sulting cross correlation sequence estimates are averaged to obtain a
smoothed cross correlation sequence estimate. The location of the
peak, yp, of the smoothed cross correlation estimate is determined by
using a parabolic interpolation scheme like that defined in the previous
section. The indicated wave propagation angle estimate, %1, is then
computed as

-tan p
As (20)
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The indicated wave propagation angle, 01, that is estimated is not the
true wave propagation angle, Ow, defined in Fig. 1 since the two scans
are not taken at the same time and wave motion has occured between the
times that the two scans were obtained.

4. WAVE PROPAGATION ANGLE AND WAVENUMBER COMPUTATION

At this point, an estimate of the wavenumber of the dominant wave
component along the radar scans, ty, and an estimate of the indicated
propagation angle, 1, of the dominant wave component have been deter-
mined by the system. The next step is to use these estimates to com-
pute the estimate of wavenumber, w, and the estimate of propagation
angle, w, for the dominant wave component. To do so, relations be-
tween, kw, Ow, ky, and O1 must be available. These are developed below.

First the relationship which can be used to determine Ow from ky
and 01 is considered. To begin, consider the geometry of the wave
crests and radar scans shown in Fig. 8. where the ocean wave velocity,
Vw, is taken as positive when it is away from the vehicle ground track,
the wave propagation angle, ow, and the indicated propagation angle, 01,
are measured counterclockwise from the radar scan direction as shown
(note that both Ow and 01 lie in the range -900<0<900), and the vehicle
velocity, VA, is defined positive to the right. The indicated propaga-
tion angle, 01, is

01 -i[Yw -YT]

01 = tan
1  VT A

= tan-I [VAT tan w - VwT sec_ 0w

A

= tan -1I tan 0w -V sec 0 21

Therefore

V
V cos 0 = sin 0w cos 01 - sin 0 cos 0w (22)
A

which yields

rV1
=w 0 + sin - cos 01 (23)
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Equation 23 can be used to compute the wave propagation an' e 0w from
the indicated propagation angle OI and the vehicle and wave velocities.

Equation 23 contains the wave propagation velocity, Vw , which
would be unknown for a wavefield whose wavenumber and propagation angle

are being estimated. 11owever, the wave velocity is given in terms of

the wavenumber by
7

V= + (- tanh k wd) 1 2  (24)
Vw -k

w

where g is the acceleration due to gravity and d is the water depth. The

wavenumber, kw, can be expressed in terms of the wavenumber along the
scan, ky, and the wave propagation angle, Ow , by

kw = k y/Cos 0w  (25)

Therefore, Eqn. 23 can be written as

-® +~ 1 rcos 0, [g cos O k yd ]1/20w = OI + sin - I  gcs tanh ( ) (26)

I- IVA ky Cos 0 (2

Equation 26 is a transendental equation relating the wave propaga-
tion angle, @w, to the indicated propagation angle, 0I' the wavenumber
along the scan, ky, and the water depth, d. It cannot be easil solved

for Ow . However, the estimate for the wave propagation angle, -w can
be obtained from the estimate of the wavenumber along the scan, ly, and

the estimate of the indicated propagation angle, I, by iteratively

solving the equation.

0 w =I + sin-1 V g Cos w tanh 1 b- J 3(27)
y w

with an initial guess of Nw= If the ocean area for which the esti-

mates are being made is deep water (d>Xw/2 ) then the hyperbolic tangent

can be considered equal to unity and the water depth is not needed. For

shallower water, the water depth would have to be obtained from other
available bathymetry data for the area. Note that the second term on

the right of Eqn. 27 is the required correction to the indicated propa-

gation angle estimate to obtain the wave propagation angle estimate.

A problem exists with using Eqn. 27 to obtain the estimate for

the wave propagation angle. This is that the sign associated with the

correction term depends on whether the waves are approaching the

vehicle flight path (negative sign) or receding from it (positive sign).

This cannot be determined from the radar scan data due to the 1800 am-

biguity problem indicated in the introduction of this report. Thus,
the sign can only be correctly assigned if the 1800 ambiguity can be

-23-
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resolved by using other sensor data.

It is not necessary to use Fqn. 27 to obtain the estimate for
the wave propagation angle when radar scans obtained with a satellite-
borne radar are used. This is true since satellite velocities are so
much greater than wave velocities that negligible wave motion occurs
between scans which means that 01 =Ow . Thus, the estimate for the in-

dicated propagation angle, 01, can be used as the estimate for the wave
propagation angle, w, for estimates made from radar scan data ob-
tained with a satellite. In this case, the water depth does not need
to be known and the 1800 ambiguity to be resolved to obtain a good es-
timate for the wave propagation angle.

For data obtained on an aircraft flight it is necessary to use
Eqn. 27 to estimate the wave propagation angle. In this case, other
sensor data would be required so the sign associated with the correc-
tion term can be correctly assigned and water depth would need to be
known if the area was not a deep water area. Otherwise, the estimate
of the wave propagation angle may be considerably in error.

After the wave propagation angle estimate has been computed for
the dominant wave comkonent, then it is a simple matter to compute the
wavenumber estimate, kw, for this dominant wave component. The relation
shown in Eqn. 25 is used to compute this estimate from the previously
obtained estimatgs for wave propagation angle, ow, and the wavcnumber
along the scan, ky and gives

k /cos (28)
w y w (8

S. SUMMARY OF INITIAL SYSTEM CONCEPT

Since the development of the initial system concept for determina-
tion of the wavenumber and propagation angle of the dominant ocean wave
component in an area from a few digitized focused radar scans has been
spread over several sections it is deemed appropriate to briefly sum-
marize the steps here. They are:

(1) Obtain a few digitized focused radar scans with a simplified

SAR processor on-board a satellite or an aircraft.

(2) Transmit the radar scan data to a processing station.

(3) Convert the radar scans from slant-range coordinates to
ground-range coordinates.

(4) Compute an estimate of the wavenumber along the scan, kv, by
computing smoothed periodograms for each scan, averaging the
smoothed periodograms and determining the location, ky, of
the peak of the average periodogram using parabolic inter-
polation.



(S) Compute an estimate of the indicated wave propagation angle,
1, by computing the cross correlation sequence for several

pairs of scans separated by the same distance, As, averaging
the cross correlation sequences, determining the location, p
of the peak of the average cross correlation sequence using
parabolic interpolation, and computing the estimate of the
indicated propagation angle as ,=-tan-1 (yp/As).

(6) Compute the estimate of the dominant wave component propa-
gation angle, w, by iter:ttively solving

sin { 1 g coshw yd 1/2

sin - V tanh (- )A Cos

with an initial guess of '6 = I"

(7) Compute the estimate of the dominant wave component wavenumber,
k, by solving

w = y /Cos w

B. SYSTEM AND PERFORMANCE PARAMETERS

There are a number of system parameters which must be determined
for an actual system implementation. These include: (1) number of
scans to be generated and used in the estimation, Ns, (2) the length of
the scans, SL, (3) the distance between scans, As, and (4) the type
and width of lag window to be used in the power spectrum estimation.
Reasonable values for these parameters will be determined in subsequent
sections by performing performance tradeoffs.

System performance indications are necessary in order to be able
to evaluate system feasibility, performance, and parameter tradeoffs.
The system is analyzed using the Monte Carlo technique to obtain per-
formance statistics. Statistical performance parameters identified as
performance indicators are: (1) mean, Wk, and standard deviation c.
of wavenumber estimates, and (2) mean, vo, and standard deviation an,
of propagation angle estimates. Additional performance parameters
include the percentage of cases for which a valid (convergent) esti-
mate can be obtained and the percentage of cases for which propagation
angle estimates are within certain angular constraints.
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I1. DATA USED AND ANALYSIS METHODS

This section first descr bes the SAR data used in the evaluation
of system performance. The d scussion of data used is followed by a
description of the analysis mtthods used.

A. DATA USED

In order to evaluate the system, individual digitized focused radar
scans were selected from existing SAR images. Digitized SAR images
were obtained which had been generated on both aircraft and SEASAT-A
satellite flights. The data used was that generated on aircraft flights
since it was better and thus was more appropriate for initial feasibility
studies. The plan was to perForm evaluations using the SEASAT-A data
after the feasibility had been shown using the aircraft generated data.
The SEASAT-A data was not used since consistently good results were not
achieved with the aircraft generated data.

Digital data used for system evaluation was generously supplied
by the Environmental Research Institute of Michigan (ERIM). The SAR
images, originally obtained as part of a feasibility study for the
SEASAT-A program, were taken of ocean waves off the coast of Marineland,
Florida, on December 14, 1975. Several images using different flight
paths were generated by both X-band and L-band radars. A total of 22
images were supplied, most of which were taken over the same local wave
field. Of these, 10 X-band images, 9 of which view the same local wave
field from several different aspect angles, were used.

The images were classified as follows. Two of the images supplied
were in slant-range format and are labelled images A and B. The re-
maining 8 images used were supplied in geometrically (i.e. converted to
ground-range) and radiometrically corrected form. These images are
identified by the codes C-1 through C-8. The radiometric correction
used is simply a process of subtracting from each digital range scan
the average of all scans on a given image. The purpose of the radio-
metric correction is to remove noise effects that were common to the
digitization process as well as to compensate for attenuation effects in
the main lobe of the antenna pattern.

During the experiment when the images were being taken, ocean wave
measurements were also being collected by a pitch-and-roll buoy. There-
fore, ground truth data is available at one location for comparison.
The dominant wave component wavenumber along the direction of propaga-
tion of the wave field imaged was obtained from the pitch-and-roll buoy
measurements and was found to be kw = 0.076 rad/m. This corresponds to
a wavelength of Xw = 82.6735m. The propagation direction of the wave
field was found to be 2700 measured clockwise from due north (i.e. the
waves are propagating to the west toward the coast). Finally, the time
period between successive wave crests was measured to be approximately
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8 seconds yielding a wave propagation velocity of Vw = 10.33m/sec.

As an example of the SAR ocean wave images used, consider the
images shown in Figs. 9a and 9b. Figure 9a is a non-digital version
of the image identified by the letter A. The aircraft ground track is
to the right along the upper edge of the image and waves seen are pro-
pagating down across the image. The resolution of this image as well
as image B is 3m in range and 4.5m in azimuth (along-track). Image A
was used extensively in the analysis of the proposed system because
the pitch-and-roll buoy is contained in this image. The pitch-and-roll
buoy can be identified as the first from the left of four bright spots
located near the center of the image shown in Fig. 9a. The buoy loca-
tion is indicated by arrows in Figs. 9a and 9b for clarity. An ex-
panded view, in digitized format, of the buoy area (area subsequently
labelled A-l) is shown in Fig. 9b. In this view, the extremely noisy
nature of the data is evident.

The aircraft used in the generation of image A was flying at a
velocity of 81.09 m/sec. The flight ground track is taken left to
right along the top of the image shown in Fig. 9a and is heading in a
direction measuring 1600 clockwise from north. Since the wave field
is travelling in a direction due west (2700 clockwise from north) at
a velocity Vw = 10.33 m/sec., the wave propagation angle is Ow -200
and the indicated wave propagation angle given by Eqn. 21 is 01 =

-26.54o. Since the image shown in Fig. 9 is in slant-range format,
the apparent angle of -26.540 is not seen on the image. This is because
of the non-linear distortion of ground-range distances along the slant-
range coordinate. Coincidentally, the slant-range distortion of the
image shown nearly compensates the indicated wave propagation angle due
to the imaging process. Thus, the waves appear to be travelling due
west as indeed they are.

Flight information for all of the images used is given in Table I1.
The information in Table II, coupled with the knowledge of the ocean
wave field given by the pitch-and-roll buoy data, can be used to com-
pute the indicated wave propagation angle, 01. This data is summarized
in Table III for the selected images. The dominant wave component
wavenumber along a given scan in ground-range coordinates, ky= kw cos Ow,
and the direction of wave travel are also given in Table III.

In reference to Tables II and III, it is seen that the ocean wave
parameters for image A are identical with those of image C-4. Indeed
the geometr, ally and radiometrically corrected image C-4 was obtained
from a selected area of the much larger slant-range image A. Also, note
that the flight information (Table I) for images B and C-2 is identi-
cal. In this case, images B and C-2 were obtained during the same
flight pass; however, image B was obtained during the later part of the
pass. Specific information about image B was not provided and the
ocean wave parameters for image B (Table III) are approximations in-
ferred from measurements on photographs of the digitized image as well
as the assumption that the wave field observed was a deep water wave
with a fundamental time period of 8 seconds between crests.
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(a) X-band Non-digital Version of Imnage A.

(b ) Di ~ t ized Vers ion of BuoY Aru;i.

Fig. 9. Examples of WuAR Occan Wave Imaiges.
Images are Shown i n SlIant - a nge Format.



Table II. Flight Information for Images Selected for
System Evaluation.

Image Aircraft Aircraft Aircraft

Altitude (m) Velocity (m/sec) Heading t (deg)

A 4023 81.09 160

B 4023 77.01 70

C-1 4023 81.09 25

C-2 4023 77.01 70

C-3 4023 75.48 115

C-4 4023 81.09 160

C-5 4023 82.62 205

C-6 4023 85.17 250

C-7 4023 88.74 295

C-8 4023 85.68 340

Flight headings are measured clockwise from north.
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Table 111. Ocean Wave Parameters for Selected Images.

Image k 0w 0.1 k ySign

(rad/m) (deg) (deg) (rad/m) of

vw

A 0.076 -20 -26.54 0.071 +

B 0.063 38 44.50 0.050

C-1 0.076 25 31.25 0.069

C-2 0.076 70 72.33 0.026

C-3 0.076 -65 -67.95 0.032 +

C-4 0.076 -20 -26.54 0.071 +

C-s 0.076 2S 18.18 0.069 +

C-6 0.076 70 67.32 0.026 +

C-7 0.076 -6S -61.85 0.032

C-8 0.076 -20 -13.26 0.071
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Table IV gives the digitization parameters for each of the images
used. It should be noted that the pixel dimensions for images A and B
are smaller than the resolution parameters for the images. Each range
resolution cell contains 2 pixels and each azimuth resolution element
contains 3 pixels. Images classified by code C all have equal resolu-
tion and pixel dimensions (6m x 6m). The larger resolution cells were
created by ERIM when processing the original radar data to provide some
image smoothing.

Before analysis could begin, images A and B had to be converted
from slant-range coordiantes to ground-range coordinates. The spacing
for the points in ground-range coordinates was chosen to be equal to
that for the points in slant-range coordinates (i.e. l.5m). The number
of points, NR, in the sinc reconstruction equation (Eqn. 3) was chosen
to be 40 in a compromise between accuray and required computation time.

Selection of parameters Ygl and J (see Eqn. 6) required some con-
sideration of the given slant-range data. As discussed earlier, Ygl
must be selected in order to reduce resolution smearing at ground-range
locations close to nadir. The value of ygl = 1406m was selected and
the remaining scan data was converted from slant-range to ground-range
coordinates. From Table IV it is seen that the total number of slant-
range samples per scan is 1982. If ground-range sample values are to
be reconstructed from these 1982 points -sing an Nr = 40 point recon-
struction algorithm, then the last ground-range location that can be
reconstructed must translate to a slant-range location that is less
than or equal to 1962 (i.e. 1982 - Nr/ 2) sample points. Slant-range
pixel location 1962 can be translated to a ground-range location in
meters by using the geometry shown in Fig. 3 and is given by

Ygmax = V( 4 023 + 1962 • 1.5)2 - 40232

= 5686m (29)

Therefore, the total number of ground-range points to be reconstructed
is given by

J = (Ygmax - YgI)/AYg]

= [(5686 - 1406)/1.5]

= 2853 samples (30)

As an example of the conversion process, consider the slant-range
and ground-range versions of scan number 274 of image A shown in Figs.
10a and 10b respectively. Several distinctive features are easily re-
cognized in Fig. l0a when compared to the image shown in Fig. 9a. The
buoy location and approximate shoreline location are identified for
reference. Also shown in Fig. 10a are the slant-range locations that
are actually converted. These locations are enclosed by a rectangular
window (shown in dash marks). When comparing Figs. 10a and 10b it should
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Table IV. Specifications for Actual Digitized Images Used.

Image Data Format IPixel Number Pixels

Dimension (m) of Lines Per Line

A slant-range 1.5 x 1.5 1362 1982

B slant-range 1.5 x 1.5 1362 1982

C-1 ground-range 6 x 6 256 256

C-2 ground-range 6 x 6 256 256

C-3 ground-range 6 x 6 256 256

C-4 ground-range 6 x 6 256 256

C-5 ground-range 6 x 6 256 256

C-6 ground-range 6 x 6 256 256

C-7 ground-range 6 x 6 256 256

(-8 ground-range 6 x 6 256 256
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Fig. 10. (a) Slant-Range Data for Scan Number 274 of
Image A (see Fig. 9).

(b) Corresponding Ground-Range Data for
Enclosed Slant-Range Data in (a).
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be noted that the origin in Fig. 10a represents the radar return inten-
sity from nadir while the origin in Fig. lob corresponds to the radar
return intensity at a ground-range distance of 1406m from nadir. Even
though an initial ground-range location of 1406m was chosen to prevent
resolution smearing, some resolution degradation can be seen for ground-
range locations near the origin in Fig. lob. Figures 11 and 12 shown
an expanded version of the scan in ground-range coordinates illustrated
in Fig. lob. Note the noisy nature of the data which obscures the ex-
pected dominant wave component.

Some system analyses were performed using radar scan data which
was smoothed by averaging image data from 25 points in a square area
surrounding each data point. This was done in an attempt to improve
performance by reducing the data noisiness with smoothing. In an
actual system, this type of smoothing would require generation )f more
scans than actually required so averaging could be done prior t) storing
the data. This would be possible if the individual pulse returns
were closer together than the final resolution required. Figure 13
shows the 25 point averaged version of the same scan previously shown
in Fig. lob. Figures 14 and 15 show the expanded version of this
averaged scan and can be compared with the non-averaged scan shown in
Figs. 11 and 12. The smoothing of the noise is apparent.

Table V identifies the specific locations of the areas within the
selected images (in ground-range coordinates) that were used for analysis.
Analysis areas within the selected images are identified by their center
locations for convenience. As an example, analysis area A-1 is cen-
tered about line 320 (out of 1362) and ground-range pixel number 1336
(out of 2853) on the ground-range corrected version of digital image A.
Figure 9b displays the image area described by area A-1 and a portion
of image areas A-2 and A-3. Additional image photographs for analysis
areas A-4, A-5 and B-1 are given in Appendix A. No photographs were
generated for images C-1 through C-8. The approximate position of
the pitch-and-roll buoy in digital image A is given by scan line 274
and ground-range pixel number 1622; therefore, it is anticipated that
ground truth information obtained from pitch-and-roll buoy data will
be especially accurate for image analysis areas A-l, A-2 and A-3 (see
Table V).

B. SYSTEM ANALYSIS METHODS

Analyses of estimates of along-scan wavenumber and indicated pro-
pagation angle for the dominant wave component were made using the
Monte Carlo technique to obtain values for the statistical performance
parameters previously indicated. These estimates proved not to be
consistently reasonable and could not be expected to lead to consistently
reasonable results for estimates of the wavenumber and propagation
angle of the dominant wave component. Therefore, the final system step
of computing estimates of the wavenumber and propagation angle of the
dominant wave components from the estimates of the along-scan wavenumber
and the indicated propagation angle was not considered.
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Fig. 11. Expanded View of the First 2140,Meters
of the Ground-Range Scan Shown in
Fig. lOb.
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of the Ground-Range Scan Shown in
Fig. lOb.
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Fig. 13. Ground-Range Scan of Fig. 10b with
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Table V. Identification of Analysis Areas
Used from Selected Images

Image-Area Center Coordinates

Line Pixel Number

A-1 320 1336

A-2 320 1000

A-3 330 1190

A-4 681 1066

A-5 1032 1190

B-1 681 667

C-I 126 128

C-2 126 128

C-3 126 128

C-4 126 128

C-5 126 128

C-6 126 128

C-7 126 128

C-8 126 128
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In order to use the Monte Carlo technique, estimates of along-scan
wavenumber and indicated propagation angle must be computed with a given
set of system parameters for a number of individual cases within a par-
ticular analysis area. Sample means and standard deviations can then
be computed for these estimates. These sample statistics are good ap-
proximations of the true statistics for the estimates of along-scan
wavenumber and indicated propagation angle if a large enough set of
statistically independent cases can be evaluated in each analysis area.

For most system parameter combinations used, it was possible to
compute estimates for 20 cases and still stay within a reasonably small
area where wave parameters could sensibly be assumed to be constant.
The bulk of the analysis was done with the images whose scans were
separated by 1.5m (images A and B). Since this separation is much
closer than would be reasonable to use in an actual system, individual
cases used non-adjacent scans and were interleaved to make use of all
data in an analysis area and thus keep the area as small as possible.
This interleaving of cases to obtain 20 analysis cases is illustrated
in Fig. 16 for a system with scan separation, As, equal to 5 image scan
spacings and number of scans, Ns, equal to 3.

Adjacent image scans are definitely not statistically independent.
Thus the sample means and standard deviations computed are not as good
estimates of the true statistics as could be obtained if each case were
statistically independent of the others. This is particularly true
when the smoothed data obtained by averaging 25 data points surrounding
each data point is used. However, the resulting individual case esti-
mates of along-scan wavenumber and indicated propagation angle exhibit
enough independence when the complete set of cases in each analysis
area is considered to indicate that the sample statistics computed are
probably a reasonable indicator of performance.

The basic analysis procedure specified for determining performance
in a given analysis area for a particular set of system parameters is
as follows:

(1) Select the scans to be used for the individual cases in an
analysis area based on the number of scans to be used by the system
and the desired scan spacing.

(2) Compute smoothed periodograms for all scans using the portion
of the scans corresponding to the desired scan length.

(3) Average the smoothed periodograms for all the system scans
corresponding to each case.

(4) Compute the estimate of the along-scan wavenumber for each
case by locating the peak of the averaged periodogram using parabolic
interpolation.
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(5) Compute the sample mean and standard devtation of the estimate
of along-scan wavenumber from the individual case estimates computed in
step (4).

(6) COLDIute cross-correlation functions for all pairs of scans
with the desiied separation for each case.

(7) Average the individual cross correlation functions computed
for each case to obtain a smoothed cross-correlation function for that
case.

(8) Compute the estimate of the indicated propagation angle for
each case by locating the peak of the average crogs-correlation functions
using parabolic interpolation.

(9) Compute the sample mean and standard deviation of the estimate
of indicated propagation angle from the individual case estimates com-
puted in step (8).

Trade-offs for system parameter selection require that all but one
system parameter be held constant while the given parameter is varied
and performance computed. Therefore, some of the parameters must be
initially set by intuitive observations rather than statistical evalua-
tion. In fact, initial single case observations of system performance
for a range of parameter values were made to establish rough choice of
all system parameters. Once these rough choices had been made, then
they were refined with the more rigorous statistical evaluation.

Initial observations of the performance of a few single cases was
found to indicate the necessity of modifying the system concept for
estimation of indicated propagation angle before it was reasonable to
proceed with a statistical performance evaluation. The necessity of
modifying the concept for estimation of along-scan wavenumber was also
indicated after initial statistical results were obtained. These
system modifications are discussed in the sections describing perfor-
mance results when the need for them is indicated.

It is desirable to analyze system performance for waves of dif-
ferent along-scan wavenumbers and different indicated propagation
angles with respect to the radar scan directions. In order to do this
with images A and B, for which most of the analysis was done, the image
analysis areas were resampled along rotated scan lines within the
image. The rotated image analysis area is defined in Fig. 17. The ro-
tation angle, Or, is measured counter-clockwise with respect to the
initial scan direction as shown. A computer program was written to
first compute the location of new image sample points such as the
top right hand point (xi, yj) of the rotated image area shown in Fig.
17. After the new sample point locations were determined, then the
sample values at these locations were computed. This was done with a
simple two-dimensional linear interpolation from the initial sample
values of the images obtained from ERIM. The indicated wave propa-
gation angle with respect to the rotated scans is
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Angle for the Dominant Wave Component.
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0 Ir 0 r - o (31)

and the wavenumber along the rotate scans is

kyr = ky cos 0ir/coS E1 (32)

It should be noted that resampling the image along rotated scans is
not quite equivalent to generating these scans with a different radar
scan direction resulting from a different vehicle flight direction. This
is true since radar backscatter characteristics are different for radar
energy coming from different directions with respect to the wave propa-
gation direction. It was for this reason that the 8 images designated
as the C series were obtained from ERIM and considered. These are all
images of the same area and a look at Table II reveal that they are ob-
tained for flight path directions which proceed around the image area in
450 increments.

Results obtained using the above analysis methods are presented in
the following two major sections of this report. The first section
considers the system performance in estimating the along-scan wavenumber
and the second section considers the system performance in estimating
the indicated propagation angle.
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IV. ANALYSIS OF ALONG-SCAN
WAVENUMBER ESTIMATION PERFORMANCE

The performance of the portion of the system which estimates the
dominant wave component wavenumber along the scan is analyzed in
this section and results presented. The along-scan wavenumber esti-
mate will be referred to as simply a wavenumber estimate in most cases
in this analysis for text simplicity. However, in reading the text
it should be remembered that the estimate being considered is the
dominant wave component wavenumber along the scan.

The analysis includes system parameter trade-offs and leads to
some system concept modifications to improve performance. The system
parameter trade-offs are performed with data from an image area closest
to the ground-truth buoy (area A-l). This is followed by consideration
of performance when data from other areas is used.

A. PRELIMINARY ANALYSES AND PARAMETER SELECTION

One-dimensional power spectrum estimates (periodograms) were ini-
tially computed for sinusoidal test sequences in order to debug and
verify computer programs required for the smoothed periodogram genera-
tion algorithm shown in Table I. Once the computer program was
checked out, periodograms were generated for several radar scans to
obtain preliminary observations. For these preliminary trials, image
analysis area A-I was used. Seven examples of radar scan segments
and their corresponding non-smoothed periodogram are shown in Figs.
18 through 24. The scans shown are scans number 214, 234, 254, 274,
294, 314 and 334 of image A and contain every other sample of the
original segment on the supplied digital image. The resulting sample
spacing is 3 meters which is the same as the slant-range resolution
for the image. This 3 meter sample spacing was used throughout the
analysis to reduce computation time requirements except where a change
is specifically noted. Since the image is oversampled, use of every
other data point does not affect results significantly.

Using Eqn. 18, the along-scan wavenumber estimates found from the
peak locations of the periodograms are Wy = 0.068, 0.211, 0.074, 0.179,
0.071, 0.089 and 0.324 (rad/m) for scans 214 through 334, respectively.
The majority of these values compare favorably with the along-scan
wavenumber of 0.071 rad/m given in Table III for image A. However,
a number of the estimates are considerably in error and thus indicate
the need for periodogram smoothing and averaging. Note that Figs. 18
through 24 indicate that periodogram averaging can be expected to lead
to improved wavenumber estimates since secondary peaks in the correct
location usually occur even when the preliminary peak is in the wrong
location. The above wavenumber estimate results for a few individual
scans were sufficiently encouraging to permit continuing with the evalu-
ation of preliminary selections for the system parameters.
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Fig. 19. Radar Scan Segment and Corresponding
Non-Smoothed Periodogram for Scan 234
from Analysis Area A-1.
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Non-Smoothed Periodogram for Scan 294
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Fig. 23. Radar Scan Segment and Corresponding
Non-Smoothed Periodogram for Scan 314
from Analysis Area A-i.
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The first system parameter considered for preliminary selection
was the number of scans to be averaged. For this selection, a scan
length of 384m (i.e. 128 points) and a scan spacing of 30m (i.e. 20
image scans) were chosen based on observations of periodograms gene-
rated. Averages are shown in Fig. 2S for 2, 4, and 7 of the periodo-
grams illustrated in Figs. 18 through 24. Observations of the averaged
periodograms indicated that a well defined peak in the proper location
could be obtained with a few as 3 or 4 periodograms averaged. However,
the number of individual scan periodograms in the set which have peaks
in the wrong location indicated that reliable wavenumber estimates
would probably require the average of a larger number of periodograms.
Therefore, the average of all 7 periodograms was chosen as a preli-
minary standard for further preliminary parameter selections.

Evaluation and comparison of window functions and window function
widths was considered next. The specific window functions and corre-
sponding equations used in the analysis are listed in Table VI. The
windows are listed in order of increasing main lobe width of their
corresponding spectra if the Tukey window parameter is a = 0.5.

As discussed earlier, a window function having sample length
2M + 1 is applied to the autocorrelation function estimate of sample
length 2N - 1, where N is the total number of samples of the data from
which the autocorrelation estimate is obtained. If the sample length
of the window is specified as a certain fraction of the autocorrelation
estimate sample length, then the variance reduction of the resulting
smoothed periodograms is approximately the same regardless of the
length of scan 6 . For analysis purposes, the window function width is
defined by specifying M to be a given percentage of N.

Examples of periodogram smoothing for various lag window widths
are shown in Figs. 26 through 29 for the Rectangular, Hamming and
Parzen windows. Additional results for the Bartlett and Tukey windows
are given in Appendix B.

In order to select a specific window and window width, a compari-
son of the bias and consistency of the resulting smoothed periodogram
and th- accuracy of wavenumber estimates made with them should be
made. Although it is not feasible to quantitatively analyze either
the bias or the variability of the smoothed periodograms, it is rea-
sonable to qualitatively assess the variability of the smoothed perio-
dograms and to observe the effect of the smoothing operations on the
wavenumber estimate obtained for various window and window width com-
binations. Table VII shows the along-scan wavenumber estimates ob-
tained from several combinations of window functions and window function
lengths. While the wavenumber estimate results are not greatly dif-
ferent for the various windows, a Hamming window with width equal to
three-fourths of the autocorrelation function width was preliminarily
selected as a good compromise in terms of periodogram variability
smoothing and wavenumber estimate accuracy. More rigorous evaluation
of this choice is deferred for later statistical analysis.
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Table VII. Comparison of Along-Scan Wavenumber Estimates
in rad/m for Various Combinations of Lag Window
Functions and Lag Window Widths.

Lag Window Width as a

Fraction of Autocorrelation Width

Lag

Window 1 3/4 5/8 1/2 3/8

Rectangular 0.071 0.072 0.072 0.072 0.079

Tukey 0.071 0.072 0.074 0.078 0.080
(a = 0.s)

Bartlett 0.071 0.073 0.074 0.077 0.080

Hamming 0.072 0.073 0.075 0.077 0.079

Parzen 0.076 0.076 0.078 0.079 0.078

Ground truth wavenumber along the scan 0.071 rad/m.

Data scan lengths of 96m, 192m, 384m and 768m were initially in-
vestigated to determine length of radar scan required. Spectral es-
timates for an average of 7 smoothed periodograms (using the previously
selected three-fourths Hamming window) are shown in Figs. 30 and 31.
The results indicate that for the particular wave field present, it
is necessary to have a scan length of at least 384m to obtain a
smoothed periodogram with reasonable spectral peak definition. Using
the ground truth along-scan wavenumber of 0.071 rad/m (Xy=8 8m) it is
seen that the selection of a 384m scan length corresponds to approxi-
mately 4.4 wavelengths along the scan. It is expected that the length
of scan should be proportional to the ocean wavelength present.
Therefore, longer scan lengths will be required for longer ocean
wavelengths. This will be evaluated later by resampling the data
along rotated scan lines.

With the exception of scan spacing, preliminary choices of system
parameters have been made by non-statistical analysis. Summarizing,
the preliminary selections are: (1) a total of 7 scans required for
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1.0
Scan Length = 96m

4) eak Corresponds to
k = 0.091 rad/m

~05

0 0.262 0.524 0.786 1.048

Wavenumber (rad/m)

Scan Length = 192M
z ~eak Corresponds to

k =0.078 rad/m

~0.5
+)

01

0 0.262 0.524 0.786 1.048

Fig. 30. Average of 7 Smoothed Periodograms for
Scan Lengths of 96m and 192m.
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1.0

Scan Length = 384m
Peak Corresponds to
i- 0.078 rad/m

0

0 0.262 0.524 0.786 1.048

Wavenuinber (rad/m)

1.0

Scan Length = 768m

4J keak Corresponds to
ky = 0.069 rad/m

4.1

-J

0 0.262 0.524 0.786 1.048

Wavenumber (rad/m)

Fig. 31. Average of 7 Smoothed Periodograms for
Scanlengths of 384m and 768m.
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averaging smoothed periodograms, (2) a Hamming window with width equal
to three-fourths the autocorrelation estimate width for smoothing the
periodograms, and (3) a scan length with at least 4.4 along-scan wave-
lengths present. A more detailed .:valuation of all system parameters
(including scan spacing) is deferred for statistical analysis.

B. INITIAL STATISTICAL ANALYSIS

The initial statistical evaluation of the system performance of
the portion of the system which estimates along-scan wavenumber is
based on analysis areas A-1 and A-2. In each area 20 sets of 18
scans were identified so performance statistics (i.e. samples means
and standard deviations of wavenumber estimates) could be computed for
dominant component along-scan wavenumber estimates from the averages
of up to 18 smoothed periodograms. The initial statistical perfor-
mance results are plotted as a function of number of scans used in
Fig. 32. System parameters for the performance statistics shown are:
(1) scan length = 768m or 256 samples, (2) scan spacing = 15m or 10
image scans, and (3) a Parzen window with width equal to 3/4 of the
autocorrelation function width (Note: The utilization of a Parzen
window instead of a Hamming window was accidental; however, this
error did not prove to significantly affect results). The results
shown in Fig. 32 indicate that the wavenumber estimation performance
is not nearly as good as had been implied by preliminary observations.

As a simple indicator of the performance, consider the relative
average bias and relative average standard deviation of the wavenumber
estimates obtained with 10 through 18 scans. The relative average
bias, in percent, is defined by

jkb

j-ja yj y x 100
(jb - ja + l)ky (33)

where (jb - ja + 1) is the total number of bias values averaged (9 in
this case), E(Ryj) is the sample mean of the wavenumber estimate for a
given parameter j (number of scans in this case), and k is the ground
truth dominant wave component along-scan wavenumber. The relative
average standard deviation, in percent, is defined by

jb

a = jja yj ) x 100 (34)
(jb - ja + 1)ky
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where Var (kyj) is the sample variance of the wavenumber estimate for
a given parameter j. Using these definitions, the relative average

bias for analysis area A-I, when 10 through 18 scans are used, is
found to be approximately ; -8.3' . and the corresponding relative
average standard deviation is a = .;2.4%. For analysis area A-2, the
relative average bias is = 14.9% and the relative average standard
deviation is c = 26.9%. The quantities indicate that, on the average,
the wavenumber estimation system produces a large relative error.
Although the average bias is not good, it is the extremely large average
standard deviation that is particularly unacceptable.

Inspection of several smoothed and averaged periodograms and their
resulting wavenumber estimates indicated that many of the estimates
are in fact quite good with respect to ground truth but that a few
individual scan periodograms occur for scme cases which, because of
their magnitude and large error tend to heavily influence the final
estimate for that c;ase. This results in a large estimation error
which has a large effect on the estimate performance statistics. Due

to the extremely noisy nature of the data it was felt that changing
the available system parameters within reasonable limits would not

solve the estimation accuracy problem (some variations of parameters
were evaluated and the results support this conjecture). Therefore,

various system concept modifications were proposed and tested as
possible solutions to the accuracy problem. These modified concepts
are briefly described below. Comparative performance results are
presented after the description of the concepts.

The first modification considered was to construct a median perio-

dogram rather than an average periodogram. This was analyzed to
determine if a more robust estimation leading to better wavenumber es-
timation performance could be achieved.

The second modification consisted of squaring the values of the
scan data prior to computing smoothed periodograms and averaging. The
rationale behind this modification was that it would enhance the
larger returns from the wave crests and thus make estimations of
wavenumber easier and more accurate.

The third modification considered consisted of: (1) dividing the
wavenumber range of interest into several intervals, (2) picking the

three largest peaks of each individual periodogram and associating
their values with the interval in which they were found, (3) adding
peak values from all individual periodograms found in each interval,
(4) selecting the interval with the largest peak sum, (5) averaging
the individual periodograms only over the selected wavenumber interval,
and (6) using parabolic interpolation to find the location of the peak
of this portion of the averaged periodogram to use as the wavenumber
estimate. This modification is essentially a two-step estimation
process. It was developed in an attempt to discriminate against iso-
lated narrow and high peaks in the noisy smoothed periodograms gene-
rated for each individual scan and give more weight to groups of high
peaks.
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The fourth and fifth modifications considered were concepts that
eliminated the averaging of the periodograms. Instead, the mean value
or median value of the peak locations of the individual scan periodo-
grams were computed as an estimate of the wavenumber. This was ana-
lyzed to determine if more robust estimations of wavenumbers were
achieved.

Each of the above system modifications was tested by computing
along-scan wavenumber estimate statistics using the previously indi-
cated 20 cases of 18 scans for analysis area A-1. The relative ave-
rage bias and relative average standard deviation was computed for
10 to 18 scans for estimates obtained with each system modification.
The results are shown in Table VIII. These results indicate that
no significant performance improvement is obtained using any of these
system modifications.

Table VIII. Along-Scan Wavenumber Estimation
Performance for Various System
Modifications.

System Concept Relative Average Relative Average
Bias Standard Deviation

0 0

Initial Concept -8.3 32.4

Median Periodogram -6.6 36.6

Squared Data 0.5 30.1

Two-Step Concept -3.6 40.8

Peak Mean Location 32.4 27.3

Peak Median Location 19.3 28.9

A sixth system modification considered consisted of clipping the
data prior to computing periodograms. A histogram of all data in
analysis area A-1 was computed to determine clipping levels which
would save 95% or 98% of the data. The rationale for this modification
is that it would eliminate spurious large noise peaks. No statistical
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results were obtained for this system modification. Consideration of
results obtained for several good and bad individual cases indicated
that no significant performance improvement resulted. The following
section develops another system modification in more detail which does
provide some wavenumber estimation performance improvements.

C. DEVELOPMENT OF A MODIFIED SYSTFM CONCI'

As previously indicated, several smoothed periodograms that re-
sulted in extremely poor wavenumber estimates in a few individual
cases significantly degraded performance statistics. The modified
system approach developed in this section attempts to reject smoothed
periodograms whose wavenumber estimates indicate they are signifi-
cantly different from the other smoothed periodograms that are used
in the average for a specific case. In addition, a mechanism is
defined whereby the modified system rejects those cases for which it
cannot obtain a convergent estimate. Variations of this modified
system are also defined so they may be investigated in parallel with
the original modification.

1. THE MODIFIED SYSTEM

Of the several techniques considered in an effort to either reduce
noise effects or to develop a system which is less sensitive to the
noise, the modification to be presented here produces the best improve-
ment in performance. The method selected requires that the wave-
number estimate from the smoothed periodogram of an individual scan
used in the averaging process be contained within the range of wave-
numbers that is given by the mean plus and minus one standard devia-
tion of the wavenumber estimates for all smoothed periodograms
available for averaging in a given case. If a wavenumber estimate
does not meet this requirement, it is not used in the average. The
sequence of steps required in this modification are: (1) wavenumber
estimates for each smoothed periodo ,ram to be averaged are computed,
(2) the mean and standard deviation of this set of wavenumber esti-
mates are computed, (3) all smoothed periodograms whose wavenumber es-
timates lie within the wavenumber range specified by the mean plus
and minus one standard deviation computed in step (2) are averaged,
thus rejecting smoothed periodograms whose wavenumber estimates indi-
cate they are significantly different, and (4) the final wavenumber
estimate is computed from the average of the selected periodograms.

Statistical performance curves resulting from implementation of
the system with the above modification are shown in Fig. 33 for
analysis areas A-I and A-2. The results shown were obtained using
the same system parameters that were used in the generation of per-
tormance curves shown in Fig. 32. Thus, the two figures serve as a
Jeful comparison of the two systems. For analysis area A-i, the
r,.lat,ve average bias for wavenumber estimates using a total number

P) through 18 scans is found to be = 4.0% and the corresponding
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relative average standard deviation is a = 22.3% for the scan selec-
tion modified system. The same performance numbers for analysis area
A-2 are = 4.0% and - = 40.4%. Recall that the relative average bias
and relative average standard deviation for the original system are

= 8.3% and -0 = 32.4% for analysis area A-1 and ; = 14.9% and a = 26.9%
for analysis area A-2. It is seen that the scan selection system modi-
fication does indeed provide some improvement of the system performance
for area A-I. The relative bias is significantly improved for area A-2
but the relative standard deviation is degraded significantly. Inves-
tigation of the number of smoothed periodograms used in obtaining the
estimates indicates that approximately 70% of the total number of
available scans are typically kept. This assertion is supported by
considering the statistics for number of scans used as a function of
number of scans available for analysis area A-I as shown in Fig. 34.
Very similar results are obtained for analysis area A-2.

While some performance improvement has been obtained through the
use of the scan selection modification, the standard deviation of
the wave number estimates shown in Fig. 33 indicate that problems
still exist. This is particularly true for analysis area A-2. These
problems are again attributable to the noisy nature of the data and
thebility of this noise to mask out important fundamental wavenumber
information in the data. Although the scan selection modification
reduces the effect of the extremely noisy data within a selected set
of scans, it does not eliminate it.

Ideally, if wavenumber estimates from the modified system are
observed for increasingly larger numbers of scans, then the wavenumber
estimates will start to converge after a certain number of scans are
used. As an example consider the individual case shown in Table IX.
It appears that the wavenumber estimates begin to converge after
approximately 5 scans are used. Unfortunately, the noisiness of the
data may sometimes cause spurious wavenumber estimates that do not
follow the general wavenumber convergence pattern. Table X shows a
case where spurious results occur. In this case, the wavenumber esti-
mates begin to converge after four scans are used. However, spurious
results are identified when 8 or 9 scans are used. Another result is
identified as spurious when 18 scans are used. In order to eliminate
the effect of these spurious results on system performance, the
system is further modified so spurious estimates are replaced by the
average of the two wavenumber estimates on either side of them. If a
spurious estimate results for the largest number of scans used, such
as shown in Table X when 18 scans are used, then the wavenumber esti-
mates is replaced with the estimate directly before it (i.e. the
result when 17 scans are used).

In the worst case, no convergence of the wavenumber estimates
occurs as periodograms from more scans are averaged. If the estimates
do not converge the particular case is identified as non-estimable
since the system cannot obtain a valid estimate of wavenumber. There-
fore, such cases will not be used in the computation of performance
statistics but will be counted as another measure of system performance
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Table IX. Example of Wavenumber Convergence
Using Scan Selection Modification.

Number of Number of Wavenumber
Scans Used Scans Selected Estimate

1 1 0.130

2 2 0.138

3 2 0.138

4 2 0.137

S 3 0.072

6 4 0.072

7 5 0.070

8 5 0.069

9 6 0.069

10 7 0.069

11 8 0.069

12 9 0.069

13 9 0.069

14 10 0.069

15 11 0.070

16 11 0.069

17 12 0.071

18 12 0.071
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Table X. Example of Spurious Wavenumber
Estimates Using Scan Selection
Modification.

Number of Number of Wavenumber
Scans Used Scans Selected Estimate

1 1 0.191

2 2 0.192

3 2 0.192

4 3 0.064

5 3 0.066

6 3 0.066

7 5 0.067

8 6 0.190

9 6 0.102

10 7 0.064

11 8 0.065

12 9 0.065

13 9 0.066

14 9 0.065

15 10 0.066

16 12 0.068

17 13 0.068

18 14 0.101
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since they indicate how often the system will not give useful results.
Such a non-estimable case is shown in Table XI.

After the above system modifications have been made, one final
feature is incorporated in the system to further smooth the estimate.
This feature replaced the wavenumber estimate obtained for the number
of scans being used by the system, Ns, with the average of itself
and the estimates obtained with Ns-l and Ns-2 scans. This eliminates
the possibility of using an estimate which, while not spurious, is
somewhat different from the basic estimate value to which the system
has converged. As an example, the wavenumber estimate obtained with
18 scans in Table IX would be replaced by the average of wavenumber
estimates obtained with from 16 through 18 scans (i.e. 0.070 rad/m).
Application of the three additional system modifications just indicated
results in a system which will be simply referred to in future dis-
cussion as the modified system. Modified system performance for the
same cases as previously used to obtain the performance shown in Figs.
32 and 33 are shown in Fig. 35. For analysis area A-1, 9 = 7.0% and
a = 15.2% when a total of 10 through 18 scans are used. For analysis
area A-2, = -2.7% and c = 15.1% when a total of 10 through 18 scans
is used. Although the average bias error is slightly larger for
analysis area A-1 than for the original scan selection modification
(Fig. 33), excellent convergence properties for both the me'n and
standard deviation of the wavenumber estimates are apparent. More
importantly, the average standard deviation error has been reduced sig-
nificantly by the additional system modifications.

2. VARIATIONS OF THE MODIFIED SYSTEM

Even though the modified system does improve performance for the
above analysis areas, it became evident from results obtained from
other analysis areas that certain types of additional system variations
may be required. These variations are logical suggestions that re-
sult from observations of the data and knowledge of the system re-
quirements.

The first variation considered involves using the smoothed data
(average of 25 data points surrounding the data point of interest)
previously defined. In the second variation, wavenumber estimates
corresponding to wavelengths longer than 400m are ignored. This is
done as an attempt to improve performance by eliminating the portion
of the spectrum for which it is known that results are not good due
to the fact that the scan length encompasses too few wavelengths to
obtain a reliable estimate of wavenumber. This particular system
will be referred to as the 400m low wavenumber cut off system (abbre-
viated 400m LWC).

The system configurations may now be grouped into four different
variations of the modified system previously discussed. These are:
(1) the modified system, (2) the modified system using smoothed
(5x5 Ave) data, (3) the modified system using 400m low wavenumber
cut off, and (4) the modified system using smoothed (Sx5 Ave) data
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Table XI. Example of Non-estimable Case Using
Scan Selection Modification.

Number of Number of Wavenumber
Scans Used Scans Selected Estimate

1 1 0.189

2 2 0.191

3 2 0.191

4 2 0.191

5 3 0.190

6 4 0.071

7 5 0.190

8 6 0.058

9 7 0.056

10 7 0.056

11 10 0.016

12 9 0.017

13 10 0.017

14 10 0.021

is 11 0.060

16 11 0.061

17 13 0.017

18 13 0.061
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and 400m low wavenumber cut off. These four types of system configura-
tions will be referred to in future analysis as: (1) No Ave, (2) 5x5
Ave, (3) 400m LWC, and (4) Ave & LWC.

D. PARAMETER TRADEOFF AND SELECTION

Parameter tradeoff and selection were next done on a more rigorous
statistical basis since the final system modifications and its varia-
tions had been identified. In the system parameter selection discussed
here, only the modified system (No Ave) configuration was used. It is
reasonable to conclude that parameter selection based on the modified
system configuration will be satisfactory for the other three system
configurations defined as well since they are minor variations of
the modified system configurations. It should be noted once again
that image analysis area A-I is the oily area used in the following
analysis and tradeoffs because of its close proximity to ground truth
measurements. Unless otherwise indicated, 20 cases are used to perform
all of the statistical computations to follow.

The first system parameters selected were the lag window and lag
window width. The scan length and spacing were held constant at 786m
(N=256) and 1Sm respectively and performance statistics were obtained
for three different windows with three different widths. The results
for these different windows are shown in Figs. 36, 37, and 38. Based
on these performance curves, selection of a specific window and window
width is not a clear cut decision. Recall that even though the
Hamming 3/4 window width was originally selected, the Parzen 3/4 width
window was accidentally used in subsequent preliminary statistical
analysis. For consistency, it was used for all further analysis since
the performance statistics indicate that the Parzen 3/4 width window
is as good as any other combination and previously shown periodograms
using this window exhibit good variability characteristics.

The next parameters to be considered were the scan length and
number of scans used. Scan lengths from 120m (1.36 wavelengths) to
720m (8.18 wavelengths) were considered. Performance statistics
obtained for these various scan lengths are shown in Figs. 39 and 40
as a function of number of scans used. An additional scan length of
768m (8.73 wavelengths) has already been considered (see Fig. 35 for
analysis area A-i). In total, 140 cases were considered, 5 or approx-
imately 3.6% were declared nonestimable and are not included in the
statistics. It is apparent from the figures that a minimum of 12 to
14 scans are required to obtain the best performance possible. The
number of scans required was selected to be 14 since this also gives a
better determination of whether wavenumber estimate convergence has
occurred and determination of estimate convergence is required to
make the estimable/non-estimable decicion. Performance statistics
obtained for a system using 14 scans are shown in Fig. 41 as a func-
tion of scan length. It is apparent that approximately 480m (i.e.
5.46 wavelengths) is the scan length required in order to minimize
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the bias and variability of the estimate. The performance for scans
of length greater than or equal to that requircd for convergence is
characterized by S% non-estimable cases, a relative average bias of
7.3% and a relative average standard deviation of 17.1%. Note that
the relative average statistics are larger than desirable.

The effect of scan spacing was evaluated by repeating the above
analysis using the selected 14 scan system and scan spacings ranging
from 7.5m to 45m. Statistical performance results are shown in Fig.
42 for three different scan lengths. In the analysis of the scan
spacing requirement, the number of cases used for statistics was re-
duced for the 22.5m scan spacing so that the data would be in a lo-
calized area. In other cases, the number of cases was increased to
accommodate unused data within the analysis area. Exceptions to
the 20 case statistics standard for results presented in Fig. 42 are
as follows: (1) 15 cases for 22.5 scan spacing, (2) 25 cases for

37.5m scan spacing, and (3) 30 cases for 45m scan spacing. Except
for a spurious point at a scan spacing of 22.5m, it can be said that
scan spacing does not have much effect on system performance when
the scan length is greater than 480m; however, when very large scan
spacings are used, the wave field spanned by the scans may change
somewhat and the resulting wavenumber estimates may not converge.
Using the above considerations a scan spacing of 15m was chosen for
all further analysis unless indicated otherwise.

In the above analysis, a total of 520 cases for scan lengths
greater than or equal to 480m were considered. Of these, 10 or 1.9%
were declared non-estimable.

After the system parameters had been established on a statistical
performance basis, evaluation of system performance for different wave-
numbers along the scan as well as extension of the analysis to other
image analysis areas could proceed. The selected parameters are sum-
marized as follows:

(1) A Parzen window having width equal to 3/4 of the auto-
correlation function width is used for periodogram smoothing.

(2) A total of 14 scans is used.

(3) Scans of length greater than approximately 5.5 wavelengths
are required.

(4) The scan spacing is selected to be 1Sm.

E. SYSTEM PERFORMANCE ANALYSIS USING VARIOUS ANALYSIS AREAS

The performance of the modified system for estimating along-scan
wavenumbers was analyzed by using a number of different analysis areas.

The system parameters used were those selected in the previous section
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except that evaluation was done for a range of scan lengths so the
wavenumber estimate convergence could be observed. Neither analysis
area A-i or A-2 were used since they were too close to the left image

edge to permit much evaluation of performance when rotated scans
were considered.

The first analysis area considered was area A-3 which still is
quite close to the pitch-and-roll buoy so it can be expected that
this buoy gives good ground truth. Wavenumber estimate statistics
for this analysis area are shown as a function of scan length in
Figs. 43, 44, and 45 for scans rotated from the original data scans

by Or = 00, 230, and 350 respectively. For each rotation angle, sta-
tistics are shown for both the modified system (No Ave) and the modi-
fied system using smoothed data (5x5 Ave). Individual case wavenumber
estimates are shown in Fig. Cl in Appendix C for both system configu-
rations and all rotation angles for a system using 14 scans of length
approximately equal to 6.5 wavelengths.

For the statistical results shown, the wavenumber estimates con-
verge on the average to values near the ground truth values as longer
scans are used. Unfortunately, the image edge limited the length of
scan which could be investigated for the rotated data scans and thus
convergence is not as clearly defined. Nevertheless, all results
shown appear to have wavenumber estimates that converge. Since good
wavenumber estimate convergence was achieved on the average, perfor-
mance of the additional variations of the modified system were not
analyzed. The wavenumber estimate performance of the system for
analysis area A-3 is summarized in Table XII. In this table, the

relative average bias, relative average standard deviation, and percent
of non-estimable cases were obtained by considering cases and results
for scan lengths greater than or equal to that required for convergence.

Several conclusions about wavenumber estimation performance for
analysis area A-3 are readily apparent from Table XII. The first is
that performance with or = 00 is similar to that achieved with analysis
area A-1 except that the relative average bias is considerably smaller.
The second conclusion is that the standard deviation of the wavenumber
estimate is larger than is desirable and increases for smaller

along-scan wavenumbers (larger along-scan wavelengths). The
third conclusion is that the percent of non-estimable cases is larger
with the modified system than would be desired. The fourth conclusion
is that the major effect of using smoothed data is to reduce the
number of cases which are non-estimable.

The second analysis area considered was area A-4 which was taken
near the center of image A. Wavenumber estimate statistics for this
analysis area are shown as a function of scan length in Figs. 46, 47,
and 48 for scans rotated from the original data scans by Or = 00, 230,
and 350 respectively. For each rotation angle, statistics are shown
for the modified system (No Ave) and all its variations. Individual
case wavenumber estimates are shown in Figs. C2, C3, and C4 in Appendix
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Table XII. Summary of Along-Scan Wavenumber
Estimate Performance for Analysi
Area A-3.

Scan Ground Convergence Non Relative Relative
Rotation Truth Scan Length Estimable Average Average

Anqle Wavenumber in Cases Bias Std. Dev.
O k Wavelengths
r y

Modified System (No Ave)

0 0.071 3 7.5% 1.8% 1S.1%

230 0.052 5 17.5% -2.7% 19.3%

350 0.038 5 5.0% 1.8% 26.7%

Modified System with Smoothed Data (5x5 Ave)

00 0.071 3 3.8% 3.0% 13.9%

230 0.052 5 7.5% -6.0% 16.7%

350 0.038 5 0% -4.2% 24.2%
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C for all system configurations and all rotation angles for a system
using 14 scans of length approximately equal to 11 wavelengths.

The wavenumber estimate performance for analysis area A-4 is
summarized in Table XIII for the modified system (No Ave) and the
modified system using smoothed data and low wavenumber cutoff (Ave
6 LWC). In this table, the relative average bias, relative average
standard utviation, and percent of non-estimable cases were obtained
by considering cases and results for scan lengths greater than or
equal to that required for convergence except for Or = 35o when no
convergence was apparent. Results shown are for scan lengths equal
to approximately 8 and 11 wavelengths when Or = 350"

It can be seen that the system performance for analysis area A 4
is considerably poorer than for analysis area A-3 except for results
obtained with the Ave & LWC variation of the systems when )r = 00-

The performance curves show no good reason for choosing any of the
system variations over the basic modified system (No Ave). The number
of non-estimable cases is reduced when smoothed data is used, however.

Upon closer inspection of photographs for image A and the analysis
areas within it, it is evident that several well defined wave crests
are located within analysis areas A-3 (see Fig. 9b). Similar wave
structure is not nearly as well defined in analysis area A-4 (see
Appendix A). It is most likely that the lack of well defined wave
structure on the image (poor signal-to-noise characteristic) is the
major cause of the observed performance degradation in area A-4 with
respect to area A-3.

It is interesting to note the extreme changes in wavenumber esti-
mate mean and standard deviation for the 5x5 Ave system configuration
at rotation angles of 00 and 230 when the maximum scanlength of approx-
imately 14 wavelengths is considered. Observation of the image photo-
graph for analysis area A-4 (see Appendix A) shows an apparent overall
illumination change from a brighter level at nadir to a darker level
at maximum range. This is reasonable due to the increase in range.
This effect is not nearly as pronounced in area A-3 for some reason.
Because the illumination level changes very slowly, a long scan length
must be considered in order for the illumination level change to be
significant. It is felt that this may be an explanation for the poor
performance when the scan length is long. Although it is not exactly
clear why the problem did not occur for non-averaged data, it is pos-
sible that since the changing illumination is a low frequency effect,
the 5x5 averaging of the data, which acts as a low pass filter, en-
hances the illumination effect. Also note that the 400m Low Wave-
number Cut off system variation ignores extremely low wavenumber com-
ponents and thus does not produce the extreme results observed for
the Sx5 Ave system.

One method which could be used to reduce the illumination level
change along the scans would be to divide the value of the data at
each scan location by the average of the data values at that location
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Table X1II. Summary of Along-Scan Wavenumber
Estimate Performance for Analysis
Area A-4.

Scan Ground Convergence Non Relative Relative
Rotation Truth Scan Length Estimable Average Average
Angle Wavenumber in Cases Bias Std. Dev.
0 rk Wavelengths

Modified System (No Ave)

00 0.071 8 15.0% 2.7% 18.9%

230 0.052 8 15.0% 29.6% 31.4%

350 0.038 ? 35.0% 24.9% 60.3%

Modified System Variation (Ave & LWC)

0 0.071 8 1.7% 1.3% 14.4%

230 0.052 6.5 7.5% 28.9% 25.6%

350 0.038 ? 20.0% 33.0% 47.4%
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on all scans used. This was tried for the (SxS Ave) system variation
with 0 r = 00 and scan lengths of approximately 11 wavelengths and did
indeed remove the spurious result. The wavenumber estimate mean and
standard deviation obtained were comparable with those obtained for
the modified system (No Ave). The only problem with using this type
of scan data correction is that a wave travelling along the radar scan
would be effectively suppressed.

The third analysis area considered was area A-5 which was taken
the same distance from the right side of image A as analysis area A-3
was taken from the left side of image A. Wavenumber estimate statis-
tics for this analysis area are shown as a function of scan length
in Figs. .19, 50, and 51 for scans rotated from the original data scans
by Or = 00

, 230, and 35° respectively. As for analysis area A-3, the

image edge limited the length of scan which could be investigated for
the rotated data scans. Individual case wavenumber estimates are
shown in Figs. CS, C6, and C7 in Appendix C for all system configu-
rations and all rotation angls for a system using 14 scans of length
approximately equal to 6.5 wavelengths.

The wavenumber estimate performance for analysis area A-5 is
summarized in Table XIV for the modified system (No Ave) and the modi-
fied system using smoothed data and low wavenumber cutoff (Ave & LWC).
Since well defined convergence did not occur in most cases, the rela-
tive average bias, relative average standard deviation, and percent
of non-estimable cases were obtained by considering results for scan-
lengths greater than or equal to approximately 11, 6.5, and 5 wave-
lengths for Or = 00, 230, and 350 respectively.

It can be seen that performance for analysis area A-5 is similar
to that for analysis area A-4 except for a much larger bias when esti-
mates are made along the original scan direction (i.e. Or = 00). One
might question whether this was due to changed wave characteristics
in this area so the buoy ground truth would not apply. This does not
seem likely when the image photograph and the bathymetry for the two
areas is considered.

The performance curves once again show no good reason for
choosing any of the system variations over the basic modified system
(No Ave). The number of non-estimable cases is reduced when smoothed
data is used as has previously been noted for the other analysis areas.
The similarity of the performance to that from analysis area A-4 does
not come as a surprise when the photographs of image data for these
two analysis areas are considered (see Appendix A). This is true
since the definition of the wave structure is similar on these two
images.

Note that an extreme change in wavenumber estimate mean and stan-
dard deviation occurs for the SxS Ave system configuration at Or = 230
when the maximum scan length of 11 wavelengths is considered. The
same illumination level change reason for this occurance as discussed
previously is assumed to cause this spurious result. Once again, this
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Table XIV. Summary of Along-Scan Wavenumber
Estimate Performance for Analysis
Area A-S.

Scan Groind Convergence Non Relative Relative
Rotation Truth Scan Length Estimable Average Average

Angle Wavenumber in Cases Bias Std. Dev.
o k Wavelengths
r y

Modified System (No Ave)

0°  0.071 11 15.0% 15.0% 16.7,

230 0.052 ? 10.0% 32.4% 38.8%

350 0.038 ? 21.7% 46.5% 55.6%

Modified System Variation (Ave & LWC)

00 0.071 ? 0% 12.4% 15.5%

230 0.052 ? 5.0% 34.1% 27.8%

350 0.038 ? 20.0% 26.8% 48.5%
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particular analysis was repeated using the average scan division cor-
rection to the data. Again, the spurious result was eliminated. The
wavenumber estimate mean and standard deviation obtained were comparable
with those obtained for the rest of the system variations.

The fourth analysis area considered was taken near the center of
the second image used and is designated B-1. Recall that ground truth
was not available for this image. The wave period was inferred from
the wave period present on image A since the two images were taken
near the same time in relatively close ocean areas. The indicated pro-
pagation angle was estimated by making measurements on the image. The
computed along-scan wavenumber from these considerations is used for
comparison and referred to as the reference wavenumber. Wavenumber
estimate statistics for this analysis area are shown as a function of
scan length in Figs. 52, 53, and 54 for scans rotated by Or = 00, 130,
and 450 respectively. Note that Or = 450 should give scans that are
approximately along the wave propagation direction.

Results for the basic modified system are not included for the
second two rotation angles since results were quite poor when Or = 00.
The low wavenumber cutoff system variations were not considered since
they did not provide significantly different performance for previous
analysis areas. However, a new system variation was used which in-
corporates the average scan division previously defined. This is re-
ferred to as the ASD variation if original data is used and the Ave
ASD variation if Sx5 smoothed data is used.

The wavenumber estimate performance for analysis area B-l is
summarized in Table XV for the two system variations using average scan
division (ASD and Ave & ASD). Results for only these two variations
are summarized since it is apparent that average scan division is ne-
cessary to obtain estimates with the data from analysis area B-1.
The relative average bias, relative average standard deviation, and
percent of non-estimable cases were obtained by considering results for
scan lengths greater than or equal to approximately 8 wavelengths since
all configurations considered had converged as well as they were going
to when the scan lengths had become this long.

When comparing system performance for analysis area B-1 with that
for other analysis areas, two things are immediately evident. The
first is that the number of non-estimable cases is considerably larger
and the second is that the standard deviation of the estimate is con-
siderably larger for estimates made along the scan direction. In
general, the performance is quite poor which did not come as a surprise
after seeing the performance available in other analysis areas since
the photograph of the image data in analysis area B-1 does not show
much wave crest definition at all.

When analyzing system performance with scan data from images A
and B, scans were rotated to observe the performance for varying wave-
number along the scan. As previously indicated, rotation of the scans
does not produce the same data as actual SAR processing would if the
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Table XV. Summary of Along-Scan Wavenumber
Estimate Performance for Analysis
Area B-I.

Scan Ground Convergence Non Relative Relative
Rotation Truth Scan Length Estimable Average Average

Angle Wavenumber in Cases Bias Std. Dev.

0r k Wavelengths

Modified System with ASD

0 0.050 ? 27.5% -5.1% 47.5%

130 0.059 ? 17.5% 5.9% 41.4%

450 0.070 ? 32.5% -7.2% 41.4%

Modified System with Ave Data & ASD

00 0.050 ? 16.3% 2.9% 45.9%

130 0.059 ? 11.3% -12.0% 20.3%

450 0.070 ? 20.0% -25.6% 28.4%
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SAR look direction is paralill to the rotated can liines due to the de-
pendence of wave backscatter on illuminati ,n angle. In order to
actual ly observe system performance for radar ;cans generated by a
synthetic aperture radar for different look directions,, eight image-
obta ined by FRIM for- eight different look directions ,ere used and are
identified as C-I through C-8 in Tables It through V. Recall that
these eight images were taken over the same area as image A and thus,
ground truth information is available. Also recall that the data was
geometrically and radiometrically converted by FRIM.

Referring to Table If[, notice that each analysis area pair
(C-I, C-S), (C-2, C-6), (C-3, C-7), and (C-4, C-8) has the same along-
scan wavenumber, ky, and wave propagation angle, Ow. However, the in-

dicated propagation angle, 0 i, is different for the two members of
each pair since the wave is travelling toward the aircraft on one of
them and away from the aircraft on the other one.

Performance statistics for the various like pairs are shown in
Figs. 55 through 58 for the basic modified system configuration systen
(No Ave). The No Ave system was the only configuration considered in
this analysis since previous analysis with other analysis areas showed
that the system variations did not produce significant performance
improvement. The scan spacing system parameter was necessarily changed
because the resolution provided by the image data is 6m x 6m for each

pixel in the two-dimensional image (see Table IV). [n order to keep
the scan spacing system parameter as close to 1Sm as possible, a scan
spacing of 2 scans or 12m was chosen. Also note that the total number
of cases (each requiring 14 scans) was reduced to 18 since the amount
of data available is limiteO (i.e. 256 x 256 pixels/image). A total
of 720 cases were considered for scan lengths ranging from 2 to 18
wavelengths. Of these, 181 or approximately 25% were declared non-
estimable. This is obviously an unacceptably high percentage.

Observation of the results is not encouraging. For all but one
analysis area (i.e. C-7), an extremely large bias occurs. Also note
that a very good wavenumber estimate convergence is seen for all
cases; however, the final estimates are never the same for image pairs
(e.g. (C-1, C-5)). No real reason for the extremely poor performance
and inconsistencies has been established.

F. OVERALl. WAVENUMBER ESTIMATION PERFORMANCE CONCIUSIONS

The primary conclusion which can be reached from the analysis of
along-scan wavenumber estimation performance for the system using a
few scans of SAR data is that the performance is in general not very
consistent or satisfactory. In the first analysis area considered
(A-3), the relative estimate bias is somewhat reasonable since it is in
the neighborhood of 5% or less on the average. However, the estimate
variability as indicated by the estimate relative standard deviation
is larger than desired since the relative standard deviation is greater
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than approximately 14% for all analyses considered. The relative varia-
bility of the estimates increases as the wavenumber being estimated de-
creases. The number of cases in the first analysis area for which es-
timates cannot be achieved with the basic modified system because of
non-convergence is also somewhat larger than would be desired. However,
a decrease in non-estimable cases can be achieved by using smoothed
scan data.

Wavenumber estimation performance in analysis areas other than the
first is in general poorer. It is apparent that this poorer perfor-
mance is a result of a lower signal-to-noise ratio in the data scans
since the image photographs of these areas show far less well defined
wave crest return. This indicates that very good signal-to-noise
ratios (well defined wave structure) is required for the system to give
acceptable wavenumber estimation performance.
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V. ANALYSIS 01 INDICATED PROPAGATION ANGLE
ESTIMATION PERFORMANCE

The performance of the portion of the system which estimates the
indicated propagation angle of the dominant wave component is analyzed
in this section and performance results presented. The indicated pro-
pagation angle estimate will be referred to as simply a wave angle
estimate in most cases in this analysis for text simplicity. However,
in reading the text, it should be remembered that the estimate being
considered is the indicated propagation angle of the dominant wave
component.

The relatively poor performance obtained for along-scan wavenumber
estimation indicates that it is unlikely that the wave angle estimate
can be obtained with any degree of accuracy. However, much of the wave
angle estimate analysis was performed in parallel with the wavenumber
estimation analysis and the results are indicated here for completeness.

The analysis performed first considered the initial system concept
defined earlier. Performance results indicated that modifications of
the system concept were required. Thus, two additional system concepts
were defined and results of the analysis of these system concepts are
presented.

A. PERFORMANCE OF INITIAL SYSTEM CONCEPT

The initial system concept uses averages of cross correlation
functions for a set of scan pairs to determine an estimate for wave
offset between' he scans. This estimate in turn is used to compute an
estimate for the indicated propagation angle. To begin analysis of
this system concept, a group of non-rotated scans were selected from
analysis area A-1. Several different spacings, As, between scans
being cross correlated and several different numbers of scan pairs,
Nc , were considered for several different scan lengths, SL.

Figures 59 through 62 show examples of the average cross correla-
tion functions obtained. Figures 59 and 60 show the average cross
correlation functions obtained when cross correlations from 10 pairs
of scans were averaged. The length of scans used was 384m and the scan
spacings considered were As = 7.5m, 1Sm, 30m, and 60m. Figures 61
and 62 show the average cross correlation functions for the same cases
with the only change being that longer scans (768m) were used. (Note
that only the center one-half of the cross correlation functions
are plotted in Fig. 62.)

The wave ,offset estimate, yp, and resulting wave angle estimate,

-tan- 1 (yp/As), are shown in Table XVI for the eight cases con-
sidered. It can be seen that no valid wave angle estimates were ob-
tained for these example cases since the ground truth indicated
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As = 7.Sm

-384 384

Lag Distance Along Scan (m)

As = ISm

Fig. 59. Average of 10 Cross Correlation Functions
for SL = 384- and As = 7.5m and 3S8 (Area

A-l).
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As =30m

Lag Distance Along Scan (in)

As =60m

Lag Distance Along Scan (mn)

Fig. 60. Average of 10 Cross Correlation Functions
for SL = 384mn and As =30mn and 60m (Area
A-i1).



As = 7.Sm

-768 V y768

Lag Distance Along Scan (m)

As 15m

Lag Distance Along Scan (m)

Fig. 61. Average of 10 Cross Correlation Functions
for SL = 768m and As = 7.5m and 15m (Area
A-1).
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As = 30m

-384 384

Lag Distance Along Scan (m)

A 384

Lag Distance Along Scan (m)

Fig. 62. Average of 10 Cross Correlation Functions
for SL = 768m and As = 30m and 60m (Area
A-1).

-117-



Table XVI. Estimates of Wave Offset Between
Scans and indicated Propagation
Angle from Average of 10 Cross
Correlation Functions (Area A-1).

Scan Scan Wave Wave
Length Separation Offset Angle
SL As Estimate Estimate

V'p I

7.5m 1.32m -9.97 0

15m -8.54m 29.66 0

384m
30m 2.29m -4.36 0

60m 213.85m -74.33 0

7.Sm 0.41m -3.13 0

Ism -72.82m 78.36 0

7 68m
30m 1.64m -3.13 0

60m -81.16m 53.52 0



propagation angle is -20. 54). his was true for all cases considered
using the average cross correlation function -ystem concept. Conse-
quently, no statistical performance analysis was performed for this
system concept. Obviously, noise on the scan data causes wave crest
data to he insufficiently unique to permit computation of a wave angle
estimate from averages of cross correlation funtions obtained with a
single scan spacing.

B. SECOND SYSTEM CONCEPI

The failure of the average cross correlation function system con-
cept to provide good wave angle estimates led to the question as to
whether wave crest data was observable in the radar scan data. To
check this, data from eleven scans with a scan spacing of 3Om (scans
174 - 374) were considered for analysis area A-1. The first two suc-
cessive peaks along the scans were identified and their locations are
identified in Fig. 63. Straight lines were fit in a least squares error
sense to the two sets of peak locations to identify the average wave
crest location. These are also shown in Fig. 63 along with the wave
angle indicated by them. It can be seen that the two wave angles ob-
tained (i.e. -19.80 and -19.20) are relatively close to the ground
truth wave angle of -26.540.

The above observation of data peak locations led to the second
system concept considered for estimating the indicated propagation
angle. This system concept uses cross correlation function peak loca-
tions obtained with scans separated by several different scan spacing,
to estimate the wave crest displacement as a function of distance per-
pendicular to the scans. These wave crest displacement estimates are
smoothed by averaging for several sets of scans and then fit with a
straight line to estimate the wave angle. Specifically, the steps
used by this system concept to estimate the wave angle from NL + NA-1
scans with scan spacing of As are:

(1) Compute NL-1 cross correlation functions using the first
scan paired with each of the next NI-1 scans and determine
their peak locations. This gives estimates of wave dis-
placement as a function of distance perpendicular to the
scans for NL points with locations nAs (n = 0, 1,...,N 1-I)
with respect to the first scan.

(2) Repeat step (1) NA-1 additional times starting with the
2nd scan, 3rd scan,..., (NAth scan to give NA locations
along the direction perpendicular to the scans.

(3) Average the NA wave displacement estimates obtained in
steps (1) and (2) for each of the NL locations along the
direction perpendicular to the scans.
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(4) :it the averaged wave displacement estimates with a

straight line in tile least squares error sense and use
the angle of the straight line with respect to a line
perpendicular to the scans as an estimate for the
tave angle.

In the analysis of this system concept to follow, the particular
configuration used will he referred to as a system using NA sets of
NL scans. Since the sets overlap, only NA NI-l scans are actually
required by the system.

C. PERFORM .NCE OF SECOND SYSTEM CONCIEPT

To begin analysis of the second system concept, a group of non-
rotated sc:ans (154 through 394) with length of 384m and separated by
30m were selected from analysis area A-I. Figure 64 shows the average
wave displicement estimates and the straight line fit, in a least
squares error sense, to these estimates for three different combina-
tions of number of sets of scans, NA, and number of scans per set, NI .

Note that the negative of the wave displacement estimates is plotted
since 01 = -tan- (yp/AS) = tan- 1 (yp/As). The resulting wave angle
estimates ror the three cases shown are -30 530 for NA = N l = 6, -27.220
for NA = 8 and NL = 6, and -17.80o for NA = 6 and N, = 8. These results
were sufficiently close to the ground truth wave angle of -26.54o to
encourage further analysis of the second system concept.

Wave angle estimates obtained for 9 additional cases are shown in
Table XVII. The wave angle estimate results shown in Table XVII are
not encouraging. Only two of the cases produced estimates whichare
close to the ground truth indicated propagation angle of -26.540. Note
that estimates obtained from scan sets which are in very close proxi-
mity produce markedly different estimates. This indicates that scan
data noise is quite effective in causing estimation problems.

A number of additional cases were considered with varying system
parameters in an attempt to identify the specific causes of wave angle
estimation problems when the second system concept is used. Plots of'
the average wave displacemet estimates and the straight line fit in
a least squares error sense, to these estimates for*some of these ad-
ditional cases are shown as examples in the next several figures.

The first parameter varied was the number of i-ndividual wave dis-
placement values averaged (i.e. number of sets, NA). Figure 65 shows
results obtained by in,(reasing the number of ;ets of scans used in the
first case shown in Fable XVII to 10 sets and 17 sets. The number of
scans per set was also increased from 8 to 9 to simplify the computa-
tion of the straight line parameters. Uip to 32 sets were considered
in analyzing the effect of changing the number of individual displace-
ment values averaged. The wave angle estimate was not consistently
improved by averaging more individual wave displacement estimates.
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t20 N A = 6 Scans 174 -374

LL.S. Line Fit
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Table XVII. Indicated Propagation Angle Estimates
for 9 Additional Cases Using the
Second System Concept.

Scans Number Scans Scan Scan Wave Angle
Used of Sets Per Set Length Spacing Estimate

N AN LSL As 01

140-380 6 8 384m 30M 6.10

140-260 6 8 384m 15M -19.92 0

145-265 6 8 384m 15m 32.81 0

150-270 6 8 384m Ism -8.09 0

155-275 6 8 384m Ism 10.93 0

165-285 6 8 384m Ism -5.27 0

190-310 6 8 384m Ism 6.09 0

210-330 6 8 384m Ism -33.49 0

214-334 6 8 384m Ism 0.34 0
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Figure b6 shows results obtained for two cases using longer scans
(SI. = 768m). The first of these cases (Fig. (,6a) is the same as the
case shown in Fig. 65b except that the scan length is twice as long.
The results for this case show improvement when the longer scan length
is used. However, the second case with the longer scan length once
again gave poor results. Analysis of the second system concept with
scan lengths up to 2400m were considered. In general, no consistent
performance improvement was achieved by using longer scans.

Figure 67 shows results obtained for two cases using the scan
length used to obtain the results shown in Fig. 66 (i.e. SL = 768m)
and a decreased scan spacing (As = 1Sm). The first scan in each case
is the same scan that was used in the two cases in Fig. 66 so they are
for comparable areas Note that no consistent performance change is
observed as a function of a change in scan spacing. System performance
with scan spacings as close as 7.5m were analyzed. In general, no
consistent performance effects of scan spacing were seen for all
cases analyzed with different scan spacings.

As indicated above, the analysis of the performance of the second
system concept for estimating the indicated propagation angle did not
produce any consistent results. One of the reasons appears to be that
the wave crest signatures are not sufficiently unique. Thus, the
greatest cross correlation value may be achieved for a wave crest on
one scan with a wave crest on another scan which is adjacent to the
wave crest of interest. This possible error source was indicated by
average wave displacement estimates in some cases which appeared to
be greater or less than expected by approximately one along-scan wave-
length. For the example results shown in Figs. 65, 66, and 67 it
appears that the following wave displacement values should be changed
by one wavelength (87.98m): (1) Fig. 65a - shift points 4, 5, 6, 7,
and 9 one wavelength negative, (2) Fig. 65b - shift points 6, 7, 8,
and 9 by one wavelength negative, (3) Fig. 66a - shift points 6 and 7
by one wavelength negative, (4) Fig. 66b - shift points 6, 7, and 9
by one wavelength negative, (5) Fig. 67a - shift point 2 by one wave-
length positive, and (6) Fig. 67b - shift points 4, 5, 7, 8, and 9 b
one wavelength negative. The wave angle estimates obtained with the
individual average wave displacement values changed as above are com-
pared with the original wave angle estimates in Table XVIII. In all
cases except those with smaller scan spacing, shifting those wave
displacement estimates which appear to be out of line by approximately
one wavelength significantly improves the wave angle estimate. This
provides strong support for the conjecture that the non-uniqueness of
wave crest signature results in the greatest cross correlation between
adjacent wave crests in some cases.

Unfortunately, the system cannot be modified to identify those
wave displacement estimates which need to be shifted. This is true
since knowledge of the true propagation angle was used to decide
which estimates to shift and the system does not know what the true
propagation angle is since it is what is being estimated. For example,
in Fig. {6b, average displacement estimate points 3, S, and 8 could he
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Table XVIII. Second System Concept Estimates of
Indicated Propagation Angle for 6
Cases with and Without Modification
of Wave Displacement Estimate Values.

Case Original Wave Angle
Identification Wave Angle Estimate

(Fig. No.) Estimate with Shifted
Displacement
Estimates

65a -8.12 °  -23.55 °

65b 3.30 -23.32 °

66a -18.2S °  -25.470

66b -6.85 °  -24.81 °

67a 12.86 -3.720

67b -15.18 -46.49

shifted by one wavelength in the positive direction and achieve as good
a fit to a straight line with angle close to 00 as was achieved for a
straight line with angle of -24.810 by shifting displacement estimate
points 6, 7, and 9. Thus, the non-uniqueness of wave crest signatures
effectively precludes using the second system concept for estimating
the indicated propagation angle. No statistical analysis was performed
for the second system concept since consistent performance results were
not obtained for the individual cases investigated.

D. THIRD SYSTEM CONCEPT

The non-uniqueness of wave crest signatures from scan to scan has
been identified as a primary reason for the failure of the initial sys-
tem concept and the second system concept to obtain consistent indi-
cated propagation angle estimates. This suggests that some form of
two dimensional processing of the data available along a few radar
scans is necessary to estimate the indicated propagation angle.
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Thus, a third system concept for estimating the indicated propagation
angle was defined and analyzed.

The third system concept defined consists of:

(1) Compute the along-scan wavelength estimate, x,,, from the
prekiously btained along-scan wavenumber estimate, ky,
by Xy = 217/ky.

(2) Select the largest radar scan segments containing an inte-
ger number of estimated wavelengths from the portion of
each radar scan used for wavenumber estimation and remove

the mean value from each scan segment.

(3) Construct a two dimensional square wave function with propa-
gation angle P spanning the area encompassed by the radar
scan segments selected as shown in Fig. 68. The wavelength
of the square wave function along the radar scans is set
equal to the along-scan wavelength estimate, Ay.

(4) Compute a two dimensional cross correlation value for the
radar scan data and the square wave function with propa-
gation angle 0 = 00 and offset AB = 0 by adding all radar

scan data values located where the square wave function
has a value of 1.

(5) Shift the two dimensional square wave along the scan di-
rection (i.e. increase the offset AB) in steps of one
data point and repeat step (4). The total shift required

is one along-scan wavelength since the cross correlation
values obtained will then start repeating. The values
obtained in this step give a cross correlation function
for along-scan shifts of the two dimensional data and the

square wave function with propagation angle equal to 00.
The peak value of this cross correlation function is
computed.

(6) Steps (4) and (5) are repeated for other values of square
wave propagation angle, D, to give samples with respect
to propagation angle of a function referred to as the peak
cross correlation function. The propagation angle giving
the largest cross correlation function value is the esti-
mate for the indicated wave propagation angle. Actually,
since the propagation angle of the square wave must be
varied in steps, parabolic interpolation is used to find
a more accurate indicated propagation angle estimate from
the largest peak value and its two neighbors.

It should be noted that the number of radar scan values added
along each scan will vary slightly from scan to scan at some square wave
propagation angles unless the along-scan wavelength is an integer mul-
tiple of scan point spacings. To avoid this problem and make the peak
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-0

values obtained more directly comparable, the sum of radar scan values
along each scan was scaled by the number of values added.

E. PERFORMANCE OF THIRD SYSTEM CONCEPT

To begin analysis of the third system concept for estimating the
indicated propagation angle, several individual cases were considered
prior to statistical performance evaluation so wave angle estimation
characteristics of the system could be observed. All of these cases
were analyzed for a range of number of scans used. To simplify the ini-
tial analysis, a single along-scan wavelength estimate was used for each
case to define the two dimensional square wave regardless of the number of
scans being considered. The along-scan wavelength estimates used were
obtained from along-scan wavenumber estimates obtained with a system
using 14 scans. In general, these estimates were reasonably close to
those which were obtained with other numbers of scans as long as toe
number of scans was greater than that required for along-scan wavenumber
estimate convergence. Results from three of the individual cases con-
sidered are shown here to illustrate the wave angle estimation charac-
teristics of the third system concept.

The first case considered used up to 18 scans (320 - 490) of
length equal to 768m and spacing equal to 15m from analysis area A-1.
The estimate of along-scan wavenumber obtained for the first 14 of
these scans was k = 0.0684 which gives an along-scan wavelength esti-%

mate of Ay = 91.9m to be used to generate the two dimensional square
wave. There are 8.36 of these wavelengths along the 768m scans. Thus,
segments of the scans encompassing 8 wavelengths or 735.2m were used

by the system.

Figure 69a shows the plot of peak cross correlation function value
with respect to the two dimensional square wave propagation angle (in
50 steps) for the first case with 14 scans used. In order to smooth

this function, 3 point and 5 point moving averages were used. The re-
sulting smoothed peak cross correlation functions are shown in Figs.
69b and 69c. Note that the peaks of the peak cross correlation func-
tion and its smoothed versions are well defined and near the ground
truth indicated propagation angle of -2o.54O.

Figure 70 shows the peak cross correlation function and its
smoothed versions for the same case as Fig. 69 with the only difference
being that smoothed radar scan data (5x5 averaging) is used. The
wavelength estimate used to construct the two dimensional square wave
was not changed since a wavenumber estimate had not been performed
with 5x5 averaged radar data in analysis area A-1. Once again, the
peaks of the peak cross correlation function and its smoothed versions
are well defined and near the ground truth indicated propagation angle.

Figure 71 shows the wave angle estimate obtained from the peak
locations of the peak cross correlation functions as a function of
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rrA

number o scans used tor all variat ions cons idred for the first ca ,.-
i;oo,! est imate are obta i ned when 5 point smoot hing and greater than .

zCan5l arl' used with non-averaged radar scan data : and when 5 point
smoothing and greater than S ;cans are used with SxS averaged radar
scan data. Non-smoothed and 3 point smoothed peak cross correlation
functions do not give as good estimates for ;rger numbers of scans
used. Note that wave angle estimate performa,,ce is quite similar fo
non-averaged and 5x5 averaged radar scan data.

The second case considered used up to 18 ;cans (330 - 500) of
length equal to 1200m and spacing equal to ISm from analysis area A\- .
The estimates of along-scan wavenumber obtained for the first 14 of
these scans were ky= 0.0743 for non-averaged radar data and k  I). (,,8
for 5x5 averaged radar data. These give along-scan wavelength' estimate-
of Y = 84.6m and 98.5m respectively to be used to generate the neces-
sary two dimensional square waves. The scan length used to obtain th,.
wavenumber estimates was erroneously chosen to be 7()8m rather than
1200m. However, the resulting wavenumber estimates are undoubtedly
close to those which would be achieved with the longer scan lengths.
There are 14.18 and 12.18 wavelengths along the 1200 scans for the two
wavelengths respectively. Thus, segments of the scans encompassing
14 and 12 wavelengths were used by the system for non-averaged and
Sx5 averaged radar scan data respectively.

Figures 72 and 73 show the peak cross correlation functions with
respect to the two dimensional square wave propagation angle (in So
steps) for the second case with 14 scans used for non-averaged and
5x5 averaged radar data respectively. In this second case, the peak
of the peak cross correlation function does not occur near the ground
truth angle for non-average radar data even when 5 point smoothing is
used. However, the peak cross correlation function does appear to
have a much broader peak structure (which unfortunately has a large
dip in the center) surrounding the correct angle. The use of 5x5 ave-
raged radar data corrects this problem as can be seen in Fig. 73.

Figure 74 shows the wave angle estimates obtained from the peak
locations of the peak cross correlation fucntions as a function of
number of scans used for all variations considered for the second
case. No good estimates are obtained when non-averaged radar data is
used. Fairly reasonable estimates are obtained when more than 10
scans are used with SxS average radar data. No estimates are shown
for less than 10 scans used with 5x5 average radar data since the es-
timated wave angle was positive.

The third case considered used tip to 18 scans (290 - 460) from
analysis area A-3 with length equal to 1071m, spacing equal to ISm,
and rotated by 350 from the radar scan lines. This case was considered
to observe the characteristics of the third system concept in estima-
ting larger indicated propagation angles. The estimates of along-scan
wavenumber obtained for the first 14,of the scans used were k y = 0.000
for the non-averaged radar data and ky = 0.0296 for the Sx5 averaged
radar data. These give along-scan wavelength estimates of X = 209.6m
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Fig. 72. Peak Cross Correlation Versus Propagation
Angle for Third System Concept and Second
Case.
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and 21 2.3m respect ively to he used to generate the necessary two dinien-
sional square wave. There ayre 5.11 and 5.04 of tnese wavelengths
along the 1071m ;cans for tht, two wavelengths respectively. Thus, seq-
ments of the scans encompassing S wavelengths were used by the system.

Figures 75 and 76 show the peak crass correlation functions with
respect to the two dimensionail square wave propagation angle (in 50
steps) for the third case with 14 scans used for the non-averaged and
5x5 averaged radar data respectively. Well def'ined peaks of the peak
cross correlation function occur near the ground truth indicated propa-
gation angle value of -6l.540 for both non-averaged and 5x5 averaged
radar data when non-smoothed or 3 point smoothed peak cross correlation
functions are considered. When 5 point smoothing of the peak cross
correlation function is considered, no peak occurs when non-averaged
radar data is used and a rather poorly defined peak occurs when 5xS
averaged radar data is used.

Figure 77 shows the wave angle estimates obtained from the peak
locations of the peak cross correlation functions as a function of
number of scans used for all variations considered for the third case
(note that a maximum of 14 scans was used with the non-averaged radar
data). Good estimates are obtained when 5 point smoothing and greater
than 5 scans are used with 5xS averaged radar data. This is also
true for non-averaged radar data as long as the number of scans used
does not exceed 9. No estimates were obtained for greater than 9
scans used with non-averaged radar data and 5 point smoothing of the
peak cross correlation function since no peak occured in this function.
Non-smoothed and 3 point smoothed peak cross correlation functions do
not give as good estimates as obtained with 5 point smoothing.

The three examples cases shown above of the initial analysis of
the third system concept for estimating the indicated propagation angle
show that good estimates are obtainable in some cases. The use of
smoothed radar data (5x5 averaging) and peak cross correlation function
smoothing does affect the estimate performance. Closer spacing of
peak cross correlation function values (i.e. 2.50) was considered also
but did not have much affect. The same is true for a reduced duty
cycle for the square wave (i.e. on 1/4 of the time and off 3/4 of the
time). Therefore, all further analysis was done with peak cross corre-
lation function values spaced by 50 and a 50% duty cycle for the square
wave.

Further analysis of the third system concept for estimating the
indicated propagation angle was performed using Monte Carlo statistical
methods to obtain statistical indications of the performance of this
system concept inestimating the indicated wave propagation angle. Sys-
tem parameters were varied to determine their effect on system per-
formance. Analysis area A-3 was used to perform the statistical per-
formance analysis with varying system parameters. The same scan loca-
tion format as used for the along-scan wavenumber estimate analysis
was used for obtaining wave angle estimates for 20 cases. The
along-scan wavelengths for the two dimensional square waves were
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obtained from the previously determined along-scan wavenumher estimates.

The statistical analysis was first performed with analysis area
A-3 scans of length, SL, equal to 720m along the radar scan direction
(Or = 0 ) and spacing, As, equal to 15m. The 720m scan length corre-
sponds to 8.18 ground truth along-scan wavelengths. Thus, approxi-
mately 8 wavelengths are used by the third system concept in estimating
wave angle. The exact number for a particular case depends on the
along-scan wavelength estimated for that case.

Individual case wave angle estimates for 9 through 14 scans used
are shown in Figs. 78, 79, and 80 for non-smoothed, 3 point smoothed,
and 5 point smoothed peak cross correlation functions respectively.
While there is some concentration of the estimates near the ground

truth indicated propagation angle of -26.540, the estimates in general
are quite widely spread indicating that the third system concept is not
too satisfactory.

Since the wave angle estimates are quite widely spread from case
to case, the standard deviation of the wave angle estimate is quite
large. Therefore, it was felt that it is more appropriate to express

the wave angle estimate performance in terms of the percent of esti-
mates which are within +50 and ±10o of the ground truth value. This
performance indication is shown in Table XIX. Table XIX indicates that
wave angle estimates within ±100 and ±50 of the known wave angle are
achieved in about only 50% and 30% of the cases respectively when peak
cross correlation function smoothing is used. Still fewer cases with
estimates within the ±100 and ±50 bounds are noted when no smoothing
of the peak cross correlation function is used.

The plots of individual case wave angle estimates do not show
much difference in performance for scans used by the system numbering
more than 10. Thus, 14 scans were used for further analysis since this
corresponds with the number selected for along-scan wavenumber estima-
tion. Also, further analysis results will only he shown for 3 point
smoothing of the peak cross correlation function. This is done since
little difference is noted here between the performance of the system
with 3 point or 5 point smoothing and the previous individual case
analysis gave poorly defined peaks of the peak cross correlation func-
tion when larger wave angles were being estimated with 5 point smoothing.

Since the along-scan wavenumber estimate is used in obtaining the
wave angle estimate with the third system concept, it is natural to
question whether the rather poor performance obtained is due to poor
wavenumber estimates for the individual cases. To test whether this
might be the situation, wave angle estimates were repeated for the
above set of cases with the along-scan wavenumber estimate replaced
with the ground truth along-scan wavenumber value. The resulting in-

dividual case wave angle estimates obtained with 14 scans used and 3
point smooth-ing of the peak cross correlation function are shown in
Fig. 81. The wave angle estimates obtained using the along-scan wave-
number estimates are also repeated (see Fig. 79) for easy comparison.
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Table XIX. Percent of Indicated Propagation
Angle Estimates Within +50 and ±100
for Third System Concept as a Function
of Number of Scans Used.

Number Non-Smoothed 3 Pt. Smoothed 5 Pt. Smoothed
of

Scans +S +10°  +50 +1 + °  +100

9 30% 40% 30% 40% 30% 40%

10 35% 45% 30% 60% 20% 50%

11 40% 40% 30% 60% 30% 60%

12 30% 35% 30% 50% 35% 60%

13 20% 35% 30% 45% 35% 50%

14 20% 40% 30% 50% 30% 50%
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better wave angle estimates and the scan spacing was left at 15m for
further analysis (note that this is the same value selected for along-
scan wavenumber estimation).

Rotated scans across analysis area A-3 were used to investigate
the performance of the third system concept in estimating indicated
propagation angles of other than -26.540. Figure 85 shows the indi-
vidual case wave angle estimates for the same scans taken at rotation
angles Or = 00, 230, and 350 across 5x5 averaged radar data for analysis
area A-3. The scan lengths used are 720m, 975m, and 1071m (8.18, 8.52,
and 6.48 ground truth wavelengths) for the rotation angles of 00, 230,
and 350 respectively. The other system parameters used are As = 15m,
NS = 14 scans, and 3 pt. smoothing. The scan length used for Or = 350
was less than 8 ground truth wavelengths since the image edge precluded
using scans any longer than 1071m at this rotation angle.

The wave angle estimate performance appears to be quite similar
for the various indicated propagation angles considered. The percent
of individual case estimates within +100 of the ground truth indicated
propagation angle are 75%, 80%, and 75% for Or : 00, 230, and 350 re-
spectively. The percent of individual estimates within ±50 are 70%,
30%, and 60% for or = 00, 2.0, and 350 respectively.

In general, it can he said that the third system concept does pro-
vide wave angle estimates which are clustered about the true indicated
propagation angle over a range of propagation angles when smoothed
radar data (5xS averaging) from analysis area A-3 is used. However,
some estimates are far from the correct value and only approximately
75% are within +100 of the true indicated propagation angle value.
Consequently, while the third system concept provides better estimates
than either the initial system concept or the second system concept,
it still does not provide consistently satisfactory estimation of
the indicated propagation angle from a few scans of radar data.

To further investigate these conclusions, scans across analysis
area A-4 were also considered both with no rotation and with a rotation
angle of 230. Recall that this analysis area gave poorer along-scan
wavenumber estimates than were achieved with analysis area A-3. Fig-
ure 86 shows the individual case wave angle estimates for scans taken
at rotation angles of Or = 00 and 230 across SxS averaged radar data
from analysis area A-4. The scan lengths used are 705m and 975m (8.01
and 8.04 ground truth wavelengths) for the rotation angles of 00 and
230 respectively. The other system parameters used are As = 1Sm, NS =
14 scans, and 3 pt. smoothing.

The wave angle estimates obtained with analysis area A-4 are not
clustered nearly as well about the true indicated propagation angles
as those obtained with analysis area A-3. Thus, the percent of indi-
vidual case estimates within ±100 of the ground truth indicated propa-
gation angle are reduced to 50% and 30% for Or = 00 and 230 respec-
tively. The percent of individual estimates within +5o are reduced to
5% for both Or = 00 and 230. As expected, the wave angle estimation
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performance is not as good for analysis area A-4 as for analysis area
A-3 and again points up that consistently satisfactory estimation of
the indicated propagation angle is not obtained from a few scans of
radar data.
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VI. SUMMARY AND CONCLUSIONS

The feasibility of obtaining estimates of the wavenumber and propa-
gation direction of the dominant wave component in a wave field from a
few digitized, focused synthetic aperture radar scans has been investi-
gated. An initial system concept was defined which used the peak loca-
tion of an average periodogram obtained from several scans to estimate
the along-scan wavenumber. The initial system concept estimated the
indicated propagation angle from the peak location of an average cross
correlation function obtained for several pairs of scans. The methods
required to compute the estimates of wavenumber and propagation angle
from the estimates of along-scan wavenumber and indicated propagation
angle were shown.

System analysis was performed using scans of synthetic aperture
radar data obtained and processed by the Environmental Research Insti-
tute of Michigan (ERIM). The data was obtained on aircraft flights
off the coast of Florida near Marineland. Data obtained by the
SEASAT-A satellite was also received but was not used since acceptable
performance could not be shown using the better aircraft generated data.

The portion of the initial system used to estimate the along-scan
wavenumber was analyzed by statistical means and found to give unac-
ceptable estimation performance on the average. This portion of the
initial system was modified to eliminate some individual periodograms
which were inconsistent with the rest before averaging. Also, cases
for which the along-scan wavenumber estimate did not converge as addi-
tional periodograms were averaged were declared as cases for which the
system could not find an estimate. Some additional variations of this
modified system were also identified. A set of system parameters re-
quired for along-scan wavenumber estimation were defined from trade-off
performance. They are: (1) a 3/4 width Parzen window for periodogram
smoothing, (2) 14 scans, (3) scan length greater than 5.5 along-scan
wavelengths, and (4) scan spacing equal to 15m.

Performance of the modified system for along-scan wavenumber esti-
mation was analyzed using data for several different analysis areas on
a number of different images. In general, the performance was incon-
sistent. For those scan lengths which were large enough to give esti-
mate convergence, the number of non-estimable cases ranged from a low
of 0% to a high of 35.0%, the relative average bias ranged from 1.8%
to 46.5%, and the relative average standard deviation ranged from 13.9%
to 60.3% for most of the analysis areas. Performance was best for
analysis area A-3 which had a well defined wave structure in the area.
In this analysis area, the number of non-estimable cases ranged from
0% to 17.5%, the relative average bias ranged from 1.8% to 6.0%, and
the 'elative average standard deviation ranged from 13.9% to 26.7%.
Thus, it appears that the primary deterrent to good along-scan wave-
number estimation with a few scans of radar data is the poor signal-
to-noise ratio that is available. If this signal-to-noise ration could
be improved, then it is conceivable that the system would provide
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reasonable estimates of along-scan wavenumber with a few radar scans.

The portion of the initial system concept used to estimate the
indicated propagation angle was analyzed by considering several indivi-
dual cases. No cases were found which gave reasonable estimates of the
indicated propagation angle from the peak location of average cross
correlation functions. Consequently, system redefinitions were con-
sidered.

The second system concept defined for estimating the indicated
propagation angle used a straight line fit in a least squares error
sense to wave crest offset location as a function of distance perpen-
dicular to the scans. The angle made by the straight line estimate of
the wave crest location with the radar scan direction was used as the
indicated propagation angle estimate. The second system concept did
give some good estimates. However, in general the estimation perfor-
mance was very inconsistent. It was determined that a primary problem
was the low signal-to-noise ratio which gives non-unique wave crest
signatures. Thus, estimates of the wave displacement from one scan to
another were sometimes generated by matches of adjacent wave crests
rather than the same wave crest. No solution to this problem was found.

The third system concept defined for estimating the indicated
propagation angle attempted to circumvent the non-unique wave crest
signature problem by performing a partial two dimensional cross corre-
lation using the few radar scans and a two dimensional square wave with
along-scan wavelength determined by the along-scan wavenumber estimated
by the system. A number of parameter variations were considered. The
only one having much effect on system performance over the images con-
sidered was the type of radar scan data used. It was found that it was
imperative that the radar scan data be smoothed by averaging data from
several adjacent radar scans and for several adjacent points along a
radar scan. With smoothed radar data it was found that estimates could
be obtained which, for the most part, clustered in the neighborhood of
the correct indicated propagation angle when scan data from the analysis
area which gave the best wavenumber estimates was used. However, at
best only 75% of the cases evaluated in this analysis area gave indi-
cated propagation angle estimates which are within ±100 of the correct
angle. Poorer results were obtained with a second analysis area. Thus,
while the third system concept for indicated propagation angle estima-
tion provides better estimates than either of the other two system
concepts, it still does not provide consistently satisfactory estima-
tion of the indicated propagation angle from a few scans of radar data.

The computation of estimates of wavenumber and propagation angle
from estimates of along-scan wavenumber and indicated propagation angle
was not considered. The fact that unsatisfactory along-scan wavenumber
and indicated propagation angle estimates were obtained made it imprac-
tical to consider the accuracy of the wavenumber and propagation angle
estimates computed from them.

As a final conclusion, it should be reiterated that the primary
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cause of the poor estimates achieved with a few radar scans is the poor
signal-to-noise characteristics of the radar scan data. Part of this
is due to the backscatter characteristics of ocean waves and better
understanding of this backscatter mechanism would perhaps aid in in-
terpretation of the data and design of systems to enhance the signal-
to-noise characteristics of ocean wave returns.
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APPENDIX A

PHOTOGRAPHS FOR ADDITIONAL ANALYSIS AREAS
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Fig. Al. Digitized Version of Analysis
Area A-4 in Slant-Range Format.
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Fig. A2. Digitized Version of Analysis
Area A-5 in Slant-Range Format.
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Fig. A3. Digitized Version of Analysis
Area B-i in Slant-Range Format.
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APPENDIX B

SMOOTHED PERIODOGRAMS FOR BARTLETT

AND TUKEY WINDOWS
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APPENDIX C

INDIVIDUAL CASE WAVENUMBER ESTIMATES
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